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1. Introduction

In this report we give an overview of constructing the German part of the EuroWordNet database. A more detailed documentation of developing EuroWordNet–2 languages is given in the following project deliverables of EuroWordNet-2 (LE4-8328):

— 2D001: Set of Common Base Concepts in EuroWordNet–2

— 2D007: First Wordnets for Base Concepts in French, German, Czech and Estonian

— 2D008: Compared and Restructured Core Wordnets in EuroWordNet–2

— 2D011D012: Comparison of the Final Wordnets German, French, Czech and Estonian.

2. Methodology

We followed the general approach to wordnet construction, sticking to the merge approach:


1. Selection of Local Base Concepts


2. Building the Common Set of Base Concepts


3. Construction of Subset 1


4. Restructuring of the Core Wordnet


5. Encoding of Subset 2


6. Encoding the computer terminology
2.1. Selection of Local Base Concepts

All base concepts proposed by Tübingen are extracted from the GermaNet database, which is organized quite similar to WordNet 1.5 (for a more detailed account see the specification of GermaNet in 2D002).

We applied soft criteria for selecting the Base Concepts. Concepts, which express a certain level of abstraction without being top concepts or semantic features, have been chosen. These criteria resulted in selecting

· concepts which dominate a lot of hyponyms or several layers w.r.t. hierarchical depth of hyponymy.

· concepts which are frequently used without necessarily accounting for a great number of hyponymic links (e.g. concepts like lieben  ‘love’ and hassen ‘hate’).

For our preliminary German subset of Base Concepts, the following statistics was provided:

Table 1: German selection for Base Concepts


Nouns
Verbs

number of GermaNet synsets:
10652
6904

number of equivalence links:
 506
 351

number of synsets without (near) equivalent WN1.5 synset:
 32
23

number of  synsets with 1 equivalence link:
482
 345

number of synsets with 2 equivalence links:
 9
 3

number of synsets with 3 equivalence links:
 2
 -

The concepts, which could not be translated into (near)–equivalent WN 1.5 synsets, are listed in Appendix I of Deliverable 2D001. 

2.2 Building the Common set of Base Concepts

We proposed 460 nouns and 321 verbs, from which 199 nouns and 182 verbs have been rejected as common base concepts. 

Table 2 shows the exact distribution of proposed, selected and rejected concepts, both for nouns and for verbs. Futhermore, the number of missing concepts is given for nouns and verbs. These missing concepts were added to our individual selection in order to cover the whole Common set of Base Concepts before we started encoding the core wordnet.

Table 2: Proposed, selected, rejected and missing BCs for German


Proposed BCs
Selected BCs
Rejected BCs
Missing BCs

Nouns
460
261
199
427

Verbs
321
139
182
91

Total
781
400
381
518

2.3 Construction of German Subset 1

The German core wordnet is also derived from the GermaNet resource, from which appropriate concepts have been linked to ILI–records. The GermaNet database was loaded in TALS, an adaptation of the Amsterdam Lexical System (ALS), as described in the Tools & Resources Report (2D005). We used TALS to browse through GermaNet and WordNet 1.5 simultaneously and for the manual creation of relational links between our synsets to the ILI.

Our local Base Concept selection only provided for half the set of Common Base Concepts (see section 2.2) since we applied the selection criteria quite strictly (leaving out Roschian (see Rosch 1978) basic level categories like chair or bird).

First of all, missing Base Concepts were linked to equivalent representatives. After detecting some major gaps w.r.t. GermaNet coverage, we restructured our resource by adding important missing concepts to the database.

We then linked the hyperonyms of Base Concepts and all first level hyponyms to the ILI, which turned out to cover the 5.000 nominal and 2.500 verbal synsets required (as described in the tables in section 3).

It was not possible for us to match every hyperonymic and hyponymic concept of a Base Concept to a synonymic ILI–representative (as it wasn't the case for Base Concepts, either). So we made use of non–synonymous relation types for the EQ–links.

Due to the lack of GermaNet concepts which denote event nominalizations, we established a number of cross POS–links (e.g. linking German verbs to ILI nominalizations).

Within German subset 1, two semantic fields have not been adequately represented: PLANT and ANIMAL. Our respective sub–wordnets involved terminological classification and lacked general language concepts, i.e. representing Unpaarhufer, but not Zebra. These domains were restructured before we started linking Subset 2.
Our core subset comprises 60 artificial concepts, which are directly being linked to synonymous equivalent representatives. This constitutes an argument in favor of employing artificial concepts in the wordnet hierarchies in case they are justified and reasonable. A closer inspection of EuroWordNet Base Concepts yields similar conceptual constructs of a non–lexical nature like ‘change_integrity’ (equivalent synset for ?matZustandsveränderung_1). 

2.4 Restructuring of the core wordnet

Before we started linking subset 2, we improved subset 1 according to the outcome of the Verification Report (2D009). For instance, we erased indirect synonym links between two ILI–records (due to the use of more than one synonymous link for a synset) whenever reasonable. Concepts for which still two synonym links were assumed, had obtained two near-synonym links.

Furthermore, quite common words (selected by corpus frequency) which had not yet been included were added.
2.5 Encoding of Subset 2

The concepts which make up the German subset 2 are also derived from the GermaNet database.

We extended the German Core Wordnet (subset 1) mainly by linking second level hyponyms of German base concepts and, if necessary, third level hyponyms. Word meanings which are related via non–hyponymy have been added. (There were some concepts from the semantic field ‘part of a building’ which had not been encoded hyponymically, i.e. Treppe ‘stairs’ or Fenster  ‘window’.)

Since during the runtime of the project we have not received a licence to use the machine–readable HarperCollins German–English Dictionary (after months of negotiations), we did not develop a matching algorithm and link the concepts semi–automatically, as originally planned. Thus, the new equivalence links have been encoded manually.

The distribution of new links over the various semantic fields is quite balanced because we dealt with all our data from different lexicographer files except the location verbs which have a conceptually complex structure. We also created equivalence links for terminological expressions from the ANIMAL, SUBSTANCE and PLANT domain by employing the EURODICAUTOM terminological lexicon which is available on the internet.

Multiple links

For a range of concepts for which we could not establish a synonymous link we provided for a combination of two different relations, eg. the examples (1) to (4):

(1) Nebennierenmark  ‘medulla of suprarenal gland’
EQ_HYPERONYM medulla








EQ_HOLONYM adrenal

(2) Gerinnungsstoff  ‘clotting substance’ 

EQ_HYPERONYM body_substance 







EQ_CAUSES clotting

(3) aufbleiben  ‘stay open’ 




EQ_HYPERONYM continue  







EQ_STATE open

(4) einfüllen  ‘fill into’




EQ_HYPERONYM fill  








EQ_ROLE container
Artificial concepts 

The German subset 2 contains 184 artificial concepts. 77 of them are linked with synonymic or near–synonymic relations to ILI–concepts. As we have stated for Base Concepts and subset 1, there is evidence that WordNet also makes use of non–lexicalized concepts, which serve to complement the linguistic ontology.
2.6 Encoding of computer terms

We encoded the computer terminology that was selected by Sheffield. In GermaNet, only some thirty concepts from the field of computing had been modelled before we started adding the computer terminology. The sublanguage terms were crucial to be included in the German and French databases for performing the validation within a multilingual information retrieval task, which is being carried out by industrial partners und will be documented within deliverable 2D015. Since, within the project, dealing with terminological synsets was not standardized (as with respect to treating a computer term within a concept or creating a new ILI-synset), in the German database, several computer concepts have been linked to an artificial top node ?Computerterm to keep the computing field separate from the general language part of the database.

3. Results

3.1 Overview Tables

Table 3: Overview Subset 1 for German


Nouns
Verbs
Total

Synsets
5029
2899
7928

Number of senses (variants)
6679
3824
10503

X variants per synset
1.33
1.32
1.32

Number of entries (words)
6254
2811
9065

X senses per word
1.07
1.36
1.16

Language Internal Relations
11464
6268
17732

Average per synset
2.28
2.16
2.24

Equivalence Relations
5424
3202
8626

Average per synset
1.08
1.1
1.09

Synsets without ILI
0
0
0

Table 4: Equivalence Relations for German Subset 1


Nouns
Verbs
Total

EQ_BE_IN_STATE
1
9
10

EQ_HAS_HOLONYM
74
0
74

EQ_HAS_HYPERONYM
594
293
887

EQ_HAS_HYPONYM
226
51
277

EQ_HAS_MERONYM
35
1
36

EQ_INVOLVED
0
0
0

EQ_NEAR_SYNONYM
219
309
528

EQ_ROLE
0
18
18

EQ_SYNONYM
4272
2488
6760

EQ_CAUSES
3
21
24

EQ_IS_CAUSED_BY
0
9
9

EQ_HAS_SUBEVENT
0
1
1

EQ_IS_SUBEVENT_OF
0
2
2

Total
5424
3202
8626

Table 5: Language Internal Relations for German Subset 1

Nouns
Verbs
Total

Synsets
5029
2899
7928

BE_IN_STATE
0
0
0

CAUSES 
0
47
47

HAS_HYPERONYM
5113
3011
8124

HAS_HYPONYM 
5113
3011
8124

HAS_HOLONYM
488
0
488

HAS_HOLO_LOCATION
0
0
0

HAS_HOLO_MADEOF
0
0
0

HAS_HOLO_MEMBER
0
0
0

HAS_HOLO_PART
0
0
0

HAS_HOLO_PORTION
0
0
0

HAS_MERONYM
488
0
488

HAS_MERO_LOCATION
0
0
0

HAS_MERO_MADEOF
0
0
0

HAS_MERO_MEMBER
0
0
0

HAS_MERO_PART
0
0
0

HAS_MERO_PORTION
0
0
0

HAS_SUBEVENT
0
0
0

HAS_XPOS_HYPERONYM
0
0
0

HAS_XPOS_HYPONYM
0
0
0

INVOLVED
0
0
0

INVOLVED_AGENT
0
0
0

INVOLVED_DIRECTION
0
0
0

INVOLVED_INSTRUMENT
0
0
0

INVOLVED_LOCATION
0
0
0

INVOLVED_PATIENT
0
0
0

INVOLVED_SOURCE_DIRECTION
0
0
0

INVOLVED_TARGET_DIRECTION
0
0
0

IS_CAUSED_BY
0
0
0

IS_SUBEVENT_OF
0
1
1

NEAR_ANTONYM
262
198
460

NEAR_SYNONYM
0
0
0

ROLE
0
0
0

ROLE_AGENT
0
0
0

ROLE_DIRECTION
0
0
0

ROLE_INSTRUMENT
0
0
0

ROLE_LOCATION
0
0
0

ROLE_PATIENT
0
0
0

ROLE_SOURCE_DIRECTION
0
0
0

ROLE_TARGET_DIRECTION
0
0
0

STATE_OF
0
0
0

XPOS_NEAR_ANTONYM
0
0
0

XPOS_NEAR_SYNONYM
0
0
0

Total
11464
6268
17732

Average per synset
2.28
2.16
2.24

Subset 2 Tables

We filled in the tables used in D027D028. For table 2 (language–internal relations) we added three lines, namely for the relation “Fuzzynym” and for the relation “has_derived” and its converse “is_derived_from”. In table 3, a column was added for (15) adjectives which had been linked in the context of adding computer terminology (eg. kompatibel, inkompatibel).

Table 6: Subset2 Overview DE


Nouns
Verbs
Others
T Total

Synsets
9951
5166
15
15132

Number of senses (variants)
13656
6778
19
20453

X variants per synset
1.37
1.31
1.27
1.35

Corresponding to number of entries (words)
12746
4333
19
17098

X senses per word
1.07
1.56
1
1.2

Language Internal Relations
23856
10960
2
34818

Average per synset
2.4
2.12
0.13
2.3

Equivalent Relations to ILI (WN1.5)
10570
5762
15
16347

Average per synset
1.06
1.12
1
1.08

Synset without ILI
0
0
0
0

Table 7: Language Internal Relations DE

Language Internal Relations
Nouns
Verbs
Others
Total

Synsets
9951
5166
15
15132

BE_IN_STATE
0
0
0
0

FUZZYNYM
4
0
0
4

CAUSES
0
60
0
60

HAS_HYPERONYM
10506
5272
0
15778

HAS_HYPONYM
10506
5272
0
15778

HAS_HOLONYM
1228
0
0
1228

HAS_HOLO_LOCATION
0
0
0
0

HAS_HOLO_MADEOF
0
0
0
0

HAS_HOLO_MEMBER
0
0
0
0

HAS_HOLO_PART
0
0
0
0

HAS_HOLO_PORTION
0
0
0
0

HAS_MERONYM
1228
0
0
1228

HAS_MERO_LOCATION
0
0
0
0

HAS_MERO_MADEOF
0
0
0
0

HAS_MERO_MEMBER
0
0
0
0

HAS_MERO_PART
0
0
0
0

HAS_MERO_PORTION
0
0
0
0

HAS_SUBEVENT
0
5
0
5

HAS_XPOS_HYPERONYM
0
0
0
0

HAS_XPOS_HYPONYM
0
0
0
0

INVOLVED
0
0
0
0

INVOLVED_AGENT
0
0
0
0

INVOLVED_DIRECTION
0
0
0
0

INVOLVED_INSTRUMENT
0
0
0
0

INVOLVED_LOCATION
0
0
0
0

INVOLVED_PATIENT
0
0
0
0

INVOLVED_SOURCE_DIRECTION
0
0
0
0

INVOLVED_TARGET_DIRECTION
0
0
0
0

IS_CAUSED_BY
0
60
0
60

IS_SUBEVENT_OF
0
5
0
5

NEAR_ANTONYM
380
286
2
668

NEAR_SYNONYM
0
0
0
0

ROLE
0
0
0
0

ROLE_AGENT
0
0
0
0

ROLE_DIRECTION
0
0
0
0

ROLE_INSTRUMENT
0
0
0
0

ROLE_LOCATION
0
0
0
0

ROLE_PATIENT
0
0
0
0

ROLE_SOURCE_DIRECTION
0
0
0
0

ROLE_TARGET_DIRECTION
0
0
0
0

STATE_OF
0
0
0
0

XPOS_NEAR_ANTONYM
0
0
0
0

XPOS_NEAR_SYNONYM
0
0
0
0

HAS_DERIVED
2
0
0
2

IS_DERIVED_FROM
2
0
0
2

Total
23856
10960
2
34818

Average per synset
2.4
2.12
0.13
2.3

Table 8: Equivalence Relations DE

Equivalence Relations
Nouns
Verbs
Others
Total

EQ_BE_IN_STATE
36
36
0
72

EQ_HAS_HOLONYM
125
0
0
125

EQ_HAS_HYPERONYM
1153
541
0
1694

EQ_HAS_HYPONYM
316
71
0
387

EQ_HAS_MERONYM
52
0
0
52

EQ_INVOLVED
20
10
0
30

EQ_IS_CAUSED_BY
3
25
0
28

EQ_NEAR_SYNONYM
652
792
0
1444

EQ_ROLE
17
38
0
55

EQ_SYNONYM
8186
4206
15
12407

EQ_CAUSES
7
36
0
43

EQ_HAS_SUBEVENT
3
5
0
8

EQ_IS_SUBEVENT_OF
0
2
0
2

Total
10570
5762
15
16347

Average
1.06
1.12
1
1.08

3.2 Discription of the most important nodes

3.2.1 Number of Tops per POS

Table 9: Tops for nouns


ILI nodes
Tops

WN15
60557
11

DE
9357
554

Table 10: Tops for verbs


ILI nodes
Tops

WN15
11363
573

DE
3532
257

The German wordnet contains a lot of top nodes for nouns, a much higher number than the WordNet 1.5 percentage. This is due to the fact that a lot of abstract concepts are not linked to a superordinate concept like entity. 

The situation w.r.t. verbs is obviously far more balanced. WordNet 1.5 and the other language-specific resources show as well rather flat verbal hierarchies with quite a lot of verbal tops. (Only the Dutch and Italian wordnets have solely two top verbs to which any item of the verbal database is related.)
3.2.2 Hierarchical nodes

Table 11: Coverage of TO concepts from nouns
Agentive
763

Animal
607

Artifact
1737

Bounded Event
552

Building
113

Cause
1027

Comestible
629

Communication
466

Condition
346

Container
140

Covering
187

Creature
19

Dynamic
1529

Existence
9

Experience
638

Function
3441

Furniture
48

Garment
101

Gas
15

Group
1155

Human
1099

Image Representation
54

Instrument
721

Language Representation
150

Liquid
175

Living
2914

Location
89

Manner
57

Mental
821

Modal
49

Money Representation
26

Natural
5249

Object
4570

Occupation
203

Part
1309

Phenomenal
181

Physical
661

Place
416

Plant
853

Possession
94

Property
1095

Purpose
979

Quantity
377

Relation
439

Stimulating
74

Representation
56

Social
795

Software
30

Solid
703

Static
1770

Substance
1464

Time
170

Third Order Entity
561

Unbounded Event
306

Usage
82

Vehicle
92

Table 12: Coverage of TO concepts from verbal synsets

Agentive
1019

BoundedEvent
1114

Cause
1714

Communication
481

Condition
182

Dynamic
2562

Existence
253

Experience
271

Location
737

Manner
3131

Mental
383

Modal
12

Phenomenal
22

Physical
1192

Possession
254

Property
72

Purpose
575

Quantity
71

Relation
111

Social
647

Static
592

Stimulating
123

Time
13

UnboundedEvent
345

Usage
71

For first order top concepts, only in the field of REPRESENTATION and LANGUAGE REPRESENTATION the relative coverage of top concepts is quite low, and for second order concepts in the field EXISTENCE for nouns and MANNER for verbs.

3.2.3 Noun and verb chains
Table 13: Frequencies and ratios of German noun chains in comparison to WordNet 1.5


WN Noun

DE

Nouns



freq.
%
freq.
%

1


425
2.77

2
33
0.06
459
2.99

3
521
0.97
798
5.20

4
2220
4.15
1602
10.44

5
5664
10.59
2491
16.24

6
12730
23.81
2626
17.12

7
11741
21.96
2097
13.67

8
8737
16.34
1523
9.93

9
5940
11.11
1241
8.09

10
3305
6.18
849
5.53

11
1400
2.62
620
4.04

12
517
0.97
266
1.73

13
364
0.68
93
0.61

14
213
0.40
123
0.80

15
75
0.14
97
0.63

16
7
0.01
17
0.11

17


14
0.09

Total
53467
100
15341
100

Avg.
7.19

6.50


Table 14: Frequencies and ratios of German verb chains in comparison to WordNet 1.5


WN

DE



freq.
%
freq.
%

1
236
2.78
128
1.49

2
1867
22.00
537
6.26

3
2530
29.81
1057
12.32

4
1959
23.09
1804
21.02

5
1029
12.13
1203
14.02

6
462
5.44
931
10.85

7
250
2.95
931
10.85

8
109
1.28
1504
17.53

9
32
0.38
386
4.50

10
10
0.12
93
1.08

11
2
0.02
8
0.09

12





Total
8486
100
8582
100

Avg.
3.58

5.39


3.3 Main results in summary

 The German wordnet covers the project requirement of linking 15 000 synsets to the ILI.

 All synsets of the final German wordnet are linked to the Interlingual Index.

 The distribution across part of speech is about 65% nouns and 35% verbs. There are only 15 adjectives, which are being linked to the ILI for the domain of computer terminology.

 The average synset in the German wordnet contains 1.35 variants.

 For the construction of the German wordnet, we sticked to the merge approach, since we already had available the GermaNet database.


 The hierarchies for both nouns and verbs are quite deep. The average chain for


German nouns is 6.5 (WN1.5: 7.18), and the average chain for German verbs is 5.39


(compared to 3.58 for WN1.5).


 Nouns have 554 top nodes, whereas verbs have 257 top nodes.

 The German wordnet has a ratio of 2.3 language-internal relations per synset.

 The internal relations and the links to the ILI are highly reliable, since they have been encoded manually.
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