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1 — Introduction

The last two decades have seen an explosion of interest in mathematical and computa-
tional models of language evolution. Formal modelling is seen by increasingly many in
the field as an approach that ensures internal consistency of evolutionary scenarios.
However, there has been little attention to the question of how well the many different
models fit together. Are they consistent with and complementary to each other? Is there
a series of models that really covers the evolutionary emergence of modern language
from a prelinguistic, ancestral state? Are the assumptions that go into a particular
model, if not (yet) supported by empirical findings, made plausible by results from other
models?

In this paper, we argue that these problems deserve much more attention than they
currently receive. For sustaining the success of modelling approaches in language evolu-
tion research, it is crucial that models start living up to their promise: modellers must
make explicit how their models fit in with other work in complete scenarios on the ori-
gins of language(s), and how their modelling results affect judgments of plausibility of
one scenario against another. Moreover, they must do so based on careful consideration
of other work, without overstating their results and misusing the prestige that comes
with mathematical approaches.

Our arguments are based on a particular view on the role of modelling in scientific
research in general, and in “historical” research fields with a paucity of direct evidence
in particular. In section 2, we will therefore start with some considerations about the
methodology of modelling in our field. To ground the discussion, however, we will
quickly move to concrete examples. In section 3 we will discuss the contributions and
shortcomings of models of the evolution of speech. In section 4 we will then draw some
general lessons from this case study, and sketch an agenda for future research in the
language evolution modelling field at large.

2 — Modelling methodology

From the great many distinctions one can make between different model studies, there
are three particularly useful ones that also allow us to establish some common terminol-
ogy and formulate the goals of this paper. The first is a distinction based on function,
between predictive models and explanatory models (Gilbert & Troitzsch, 2005). Predic-
tive models try to model a system as accurately as possible, and to make accurate predic-



tions about the real system’s behaviour, as in weather forecasts for example. Predictive
models can also be used to reconstruct behaviour in the past, and could for example be
used in reconstructing the spread of language families or of particular instances of lan-
guage change (e.g., Landsbergen, 2009). Explanatory models, in contrast, aim to increase
insight in a phenomenon. Explanatory models are generally much more abstract and
further removed from reality than predictive models. The phenomenon under study is
not modelled in all its detail, but instead only its essentials are modelled. Crucially, what
counts as ‘essential’ very much depends on the research question, and simplifications
that are appropriate for one question can be totally indefensible for another. Good ex-
planatory models, moreover, explain the phenomenon of interest in terms of lower-level
phenomena that can, at least in principle, be independently motivated (models that sim-
ply reproduce the phenomenon of interest without providing such an explanation are
sometimes called phenomenological models).

The second important distinction is one based on form, between mathematical and
computational models. The distinction is not always strict, but mathematical models
tend to be the most abstract and to strip down phenomena to their barest essentials.
Typically (but not exclusively), mathematical modelling papers provide both a formal-
ization of a phenomenon (e.g., using matrix algebra, logic, differential equations) and
proofs about properties of the formal system. Such proofs are, by definition, universally
valid and allow inferences about specific cases (deduction), although the simplifications
necessary to arrive at a proof often greatly limit the applicability.

Computational models tend to be much more concrete and complex. Phenomena are
formalized in a programming language, and the resulting programs studied experimen-
tally. From different runs with different parameter settings, the modeller tries to infer
general properties of the formal system (induction). The programs can be very complex,
allowing for models with fewer abstractions but often barring analytic proofs. In some
cases, computational models are used to investigate versions of a mathematical model
that are too complicated to study analytically (including numerical models, that are de-
fined algebraically but studied using numerical methods on the computer).

A third major distinction concerns the validation of models: we distinguish between
internal validation and external validation. Internal validation is about demonstrating
that the phenomenon of interest indeed follows from the stated assumptions, and
mathematical proof provides its most powerful form. This is much harder to achieve
with computer models, although extensive testing and systematic exploration of the pa-
rameter space of a computational model can lead to a great degree of confidence. Exter-
nal validation is about checking whether the stated and unstated assumptions are sup-
ported by empirical evidence, or by the outcome of other, independent models, and
whether the model’s predictions are confirmed in the real world. As computational
models are often formulated in more concrete terms, it tends to be easier to achieve ex-
ternal validation.

In this paper, we are mainly concerned with the external validation of explanatory
models, which in all cases requires an interpretative step: explanatory models have, by
definition, abstracted away many details of the phenomenon of interests, making it a
matter of judgment whether abstractly formulated assumptions and prediction are sup-
ported by concrete evidence. In historical research fields such as the origins of language
(and likewise, the origins of life or the universe), external validation is further compli-
cated by the fact that there is little direct evidence about which assumptions and predic-



tions are valid. External validation is thus only achievable by model sequencing: assump-
tions and prediction of any particular model are validated mainly by results from other
models, and only at various points in a string of models do empirical results come into
play.

Moreover, because this field deals with complicated phenomenon for which the ap-

propriate simplifications haven’t been established yet, modelling research should em-
ploy model parallelisation: for any particular phenomenon, researchers should develop
multiple formalisations, compare results and relate observed differences to explicit and
implicit assumptions embodied in these alternative models. Hence, modellers in lan-
guage origins research must - much more than is currently practiced - work out rela-
tions between different models, whether they stand in sequence or in parallel to each
other.
These observations may seem straightforward to many readers, but we find that much
modelling work suffers from lack of clarity on these conceptual foundations. In the fol-
lowing section we will further explore our methodological points in the context of mod-
els of the evolution of speech, which, whilst home to some great controversies, provides
a good case study as it has an abundance of easily interpretable data and a strong mod-
elling tradition.

3 — The evolution of speech and repertoires of phonemes

When studying the evolution of speech in relation to the evolution of language, the fo-
cus is usually on the differences between modern humans and the hypothetical latest
common ancestor (henceforth, LCA) of humans, chimpanzees and bonobos. The vocal
abilities of the LCA are inferred from the abilities that humans, chimpanzees and other
apes share or do not share. From such comparisons, it can be derived that the LCA had a
repertoire of calls for communicative purposes, and therefore a limited ability to modu-
late the vocal tract. However, it most likely had a vocal anatomy more comparable to
that of chimpanzees and vocal cords comparable to those of chimpanzees and gorillas.
The LCA did not, it seems, have modern human’s descended larynx, it had less volun-
tary control over breathing (MacLarnon & Hewitt, 1999) and probably did have supra-
laryngeal air sacs. As all modern apes only have limited voluntary control over their vo-
calizations, only learn their vocalizations to a very limited extent and lack internal (com-
binatorial) structure in their calls, it can be assumed that this was also the case for the
LCA.

Modern humans, on the other hand, do have a descended larynx, have voluntary
control over speech (but much less so over emotional utterances), and have a large
learned repertoire of linguistic utterances. Moreover, those utterances have complex in-
ternal structure that is used productively, and there are regularities in the repertoires of
speech sounds that humans use (the phonological universals). The challenge for research
of the evolution of speech is to give an account of how the modern phenotype evolved
from the LCA’s phenotype: i.e., how did the descended larynx, voluntary control, vocal
learning, combinatorial phonology and phonological universals evolve? A key issue
here is to what extent the evolutionary changes should be considered adaptations for
language, or to what extent they evolved for other reasons.



Computer models (and to some extent mathematical models) have been used for a
long time to investigate such issues - but in the existing literature (as reviewed in de
Boer, 2005; de Boer & Fitch, in press) there are some striking gaps in the range of topics
considered and some disturbing confusions about the role of various models. The most
studied topics are the evolution of the vocal tract (Lieberman & Crelin, 1971; Boé et al.,
2002; de Boer, 2009) and the emergence of phonological universals (de Boer, 2000b; Oud-
eyer, 2005; Zuidema & de Boer, 2009); the evolution of voluntary control, vocal learning
and combinatoriality have received much less attention in the modelling literature, and
the issue of how models of these different aspects fit together has been almost com-
pletely ignored.

Starting point for many models of how speech evolved are models of how speech
perception and production works in human adults. Surveying the literature, we quickly
find that many models that have been developed for the study of human speech are not
necessarily directly usable in the study of the evolution of speech. Illustrative examples
from modelling the acoustic production of speech are the 3-parameter model (Stevens &
House, 1955; Fant, 1960), the couple mass-spring model (Dudgeon, 1970; Ishizaka &
Flanagan, 1972) of the vocal cords and the source-filter model of speech production
(Fant, 1960). These are simplified, explanatory models of the human vocal tract, the hu-
man vocal cords and the (lack of) interaction between the human vocal cords and the
vocal tract, respectively.

These models are well established in phonetics, and provide valuable insights in the
process of speech production. However, researchers in the evolution of speech cannot
simply reuse these models to represent properties of vocal tracts of our evolutionary an-
cestors or of other species (see the discussion about Riede et al., 2005 in Lieberman,
2006); doing so is misunderstanding the explanatory nature of the existing models, that
involved simplifications which were very helpful for understanding speech production
but are specific to human adult vocal tracts. It is, in fact, unlikely that ape-like vocal
tracts can make the deformations of the vocal tract that are assumed by the 4-tube
model, and it is clear that the acoustic effects of supralaryngeal air sacs are not captured
by it. It is further unknown whether chimpanzee-like vocal cords work in the same way
as human vocal cords, and whether in chimpanzee-like vocalizations the vocal cords can
really be considered acoustically independent of the vocal tract. Simplifications made in
building these models must thus be re-evaluated in the light of what is known about ape
and fossil vocal anatomy.

A second problem with existing models of the evolution of speech anatomy
concerns its relation to models of the biological and cultural evolution of communica-
tion, i.e., with external validation through model sequencing. Even if we could establish
a sequence of vocal tracts, leading from ape-like to human-like shapes in gradual steps,
that in itself, although an important step, would not provide an evolutionary explana-
tion. As we and others argued elsewhere (e.g., Parker & Maynard Smith, 1990; Zuidema
& de Boer, 2003, 2009), evolutionary explanations must provide a “path of ever increas-
ing fitness’, where every new variant provides a fitness advantage in a population
where the previous variant is still common. In the case of vocal tract evolution, it is un-
clear what the appropriate fitness function is. Existing models tend to assume that it is a
simple function of the size of the acoustic space allowed by a particular vocal tract con-
figuration. But fitness due to speech must be a function of how well an individual com-
municates with others in a population, which in turn depends on the communication



system the population uses. However, the relation between the repertoire of speech
sounds that emerges in a population and the anatomical and neurocognitive features of
individuals is far from trivial.

Models that study the emergence of such repertoires have focused on vowel inven-
tories, and on a role for self-organization in shaping them (Glotin, 1995; Berrah &
Laboissiére, 1999; de Boer, 2000a; Oudeyer, 2005), given constraints on the vowel space
formalised by existing models of vowel perception and production. This group of mod-
els is a good example of model parallelization: different models all show the emergence
of similar phenomena. They are not a good example of model sequencing, however: al-
though these models have yielded a beautiful connection between empirical data on
vowel systems and biophysical constraints, it is clear that they only scratch the surface of
the full set of phonological universals: they have, for instance, little to say about conso-
nants, syllable-structure or supra-segmental speech patterns.

Ultimately, the connection between phonology and anatomical and neurocognitive
features needs to become clear to allow us to evaluate particular scenarios of the evolu-
tion of speech. However, despite the progress in modelling vocal tract evolution and
vowel universals, we're still quite far from a model-based understanding of the evolu-
tion of speech. In the required sequence of explanatory models we still observe, for a va-
riety of reasons, many gaps.

One reason is that, when addressing these more complex issues, the limits of what is
at present possible with computer models are reached quickly. It is then tempting to use
high-level abstractions (such as distinctive features, constraints and rule-based phono-
logical explanations). However, making use of such abstractions, which have after all
been derived for description of modern human language, and are in general not based
on direct observation of neurocognitive mechanisms, incurs the risk of implicitly includ-
ing the phenomena to be explained in the model - and thus resorting to phenomenol-
ogical rather than explanatory modelling. For example, from typological studies it is
known which consonants are unusual (for example uvular plosive [q]) and which are
common (for example velar plosive [k]), but there is no language-independent biophysi-
cal and neurocognitive model that reliably predicts which articulations are more diffi-
cult to produce than others. Thus research into more complex aspects of speech is not
only hampered by the computational complexity of such models, but also by our lack of
knowledge about the underlying phenomena.

Likewise, we have no models of the evolution of the vocal cords. Although there are
many models for human vocal cords (Dudgeon, 1970; Ishizaka & Flanagan, 1972; Titze,
1973, 1974, 2008) and some models of the interaction between the vocal cords and the
vocal tract (Flanagan & Meinhart, 1964; Titze, 2002, 2008) as far as we are aware, no
models exist of either chimpanzee vocal cords or of hypothetical ancestral vocal cords.
This has undoubtedly to do with the lack of anatomical data (although some has re-
cently been presented Demolin & Delvaux, 2006) but also with the fact that vocal cords
(and their interaction with the vocal tract) are much more difficult to model than the
acoustics of the vocal tract itself.

Another reason is that in spite of much parallel modelling effort, in some domains
no consensus is reached. There is, for example strong controversy in the study of the ar-
ticulatory abilities of Neanderthals and the role of modern human vocal anatomy (with
its descended larynx). In this debate, Lieberman (Lieberman & Crelin, 1971) and Carré et
al. (Carré et al., 1995) propose that vocal anatomy has evolved for speech, while Boé et al.



(2002) propose that it has not evolved for speech, because (neural) control is more im-
portant. They reach opposite conclusions, even though they use very similar modelling
techniques. The debate has lead to a rather heated exchange (Boé et al., 2007; Lieberman,
2007).

Finally, some topics seem to be simply overlooked. For instance, important innova-
tions in the cognitive adaptations for using speech that occurred between the LCA and
modern humans have not been addressed by modelling. These include the ability to pro-
ductively use combinatorial structure of speech and the (related) ability to learn large
sets of complex utterances. Such models would be quite complex computationally, but
their results might be transferable to other aspects of language, most notably syntax. Af-
ter all, it has been proposed that the sequential processing and learning that are neces-
sary for using syntax are based on adaptations for the sequential processing and learn-
ing mechanisms that are necessary for using combinatorial utterances (Carstairs-
McCarthy, 1999).

Given these gaps in our understanding of the evolution of speech, the possibilities
for external validation are at present limited and we should guard against over-
interpreting modelling results. A case in point is the reception of Nowak et al. (1999),
who presented an information-theoretic model and a mathematical proof of the condi-
tions for combinatorial coding to have a fitness advantage. This proof is an elegant ex-
ample of internal validation. The model fits into a larger research program in which a
number of proofs of mathematical models related to the evolution of language have
been presented in high-profile publications (Nowak & Krakauer, 1999; Nowak et al.,
2001, 2002). These models have been interpreted by other researchers as having
“...demonstrated the evolvability of the most striking features of language...” (Pinker,
2000). However this confuses internal validation (the models are internally consistent)
with external validation (the models correspond to reality). The latter is unfortunately
far from established, given the many simplifying assumptions in Nowak et al.’s (Nowak
et al., 1999) model, as we have pointed out elsewhere (Zuidema & de Boer, 2009).

4 — Conclusions

There are a number of lessons we would like to be drawn from our analysis of the state-
of-the-art of language evolution modelling. First of all, it seems modellers should pay
more attention to how their models relate to other models, and how they fit into particu-
lar scenarios. Although most papers on modelling the evolution of language do a good
job at internal validation and at crediting other researchers” work, authors do not often
make explicit which scenario they feel their model fits in and in what way their model
provides external validation for other models or how other models provide it for theirs.
Second, we note that there is no lack of models and no lack of data, but there is a
rather uneven distribution of modelling effort over relevant questions. It is perhaps not
surprising that (as in other fields of scientific inquiry) the majority of papers are concen-
trated around the easiest questions. Understandable as this is, we have now reached a
stage where we should also attempt to tackle the more difficult questions, and consider
carefully whether a collection of models together constitute a convincing scenario.
Papers presenting ‘verbal’, complete scenarios can be very useful in structuring such
a research program — even if we agree that one should be careful with papers that pre-



sent scenarios of complex historical processes such as the evolution of language (it is all
too easy to resort to speculation and wishful thinking). Jackendoff (2002) is one of the
few authors who provides a rather detailed scenario that may provide a useful frame-
work; the research field would benefit if more authors would provide a sketch of such a
scenario with their work and describe how they feel their work and previous work fits
in the scenario. This may help to identify the areas of language evolution that are rela-
tively well-understood and well-studied and areas that are still terra incognita.

In Jackendoff’s theory, a number of major transitions occurred in the evolution of
language that correspond to major design features of natural language. He views,
among others, an open learned vocabulary, a combinatorial phonological system, a
compositional semantics, hierarchical phrase-structure and a system of syntactic catego-
ries to convey semantic relations as crucial innovations in the evolution of human lan-
guage from an ancestral primate communication system. Of those five, only combinato-
rial phonology and compositional semantics have been addressed by multiple, parallel
modelling studies.

Jackendoff’s scenario is not the final word on language evolution, of course. It lacks
attention for the communicative setting in which language evolved, for the possible se-
lective advantages it offered, and to whom, and for the question why languages are so
diverse and continue to change. Evolutionary biology offers many models of the evolu-
tion of altruistic traits and communication, but the relation between such models and
models of the evolution of other aspects of natural language have not received much at-
tention. Likewise, sociolinguistics and (formal) pragmatics offer many ideas about the
function of language and language variation, and about the question who benefits. Also
their relation to models of the evolution of language’s design features remain underex-
plored.

From these considerations and those presented earlier in this paper, we can compose
a list of key challenges for language evolution modelling that we hope will be addressed
in the next few years. We present such a list in table 1; if these challenges — on the evo-
lution of particular traits studied in the traditional subfields of linguistics and the rela-
tion to the human phenotype more broadly — are taken up by the field, we should have
in a few years several models for each issue in parallel, as well as a set of models that in
sequence really speak to the plausibility of a particular scenario. Only then are we ap-
proaching external validation of explanatory models of language evolution, and is the mod-
elling approach really proving its worth to the language evolution field at large.



Table 1: Key open challenges in language evolution modelling
Phonetics & phonology:

1. Modelling the evolution of the human vocal cords;

2. Modelling the evolution of human-like (combinatorial) phonology: conso-
nants, syllable structure, pitch/formant relation, intonation contours;

Semantics & pragmatics:

3. Modelling the transition from a closed to an open, learned repertoire of
signs;

4. Modelling the evolution of duality of patterning: combinatorial phonology
with compositional semantics in a unified model;

5. Modelling the evolution of human-like (compositional) semantics: quanti-
fiers, numerals, functional/contentive split, categoricity/vagueness rela-
tion, negation;

6. Modelling dialog: how can structured, repeated communicative interac-
tions evolve (as opposed to isolated signals);

Morphosyntax:

7. Modelling the evolution from “flat” utterances of hierarchical phrase-
structure, ;

8. Modelling the evolution of word order/rich morphology trade-off;

9. Modelling the evolution of syntactic categories over and above semantic
categories;

Language change & sociolinguistics:

10. Modelling the evolution of ongoing linguistic change - why are there no

‘sinks’ in language change?;
Relation to non-linguistic issues:

11. Language as a green beard - connection between evolution of language
and altruism;

12. Language as a mental tool - connection between language and other
uniquely human cognitive traits (music, consciousness, reasoning).
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