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This thesis aims to answer two questions in the analysis of causation.

**The modelling question.** What information do we use when we judge that a causal claim holds? In other words, what information should a causal model contain?

**The meaning question.** Under what conditions is a causal claim true or false? That is, what do causal claims mean?

In this thesis, the causal claims we focus on are sentences containing *cause* or *because*. To take a simple example, suppose Alice flicks a light switch. The light turns on, and consider:

(1) a. Alice flicking the switch caused the light to turn on.
    b. The light turned on because Alice flicked the switch.

What must things be like for such sentences to be true? What do they really say?

### 1.1 Motivations

Beyond intellectual curiosity, I would like to mention two reasons why these questions are worth pursuing.

#### 1.1.1 Motivation 1. To assess the truth of explanations

People and public institutions alike aspire to give reasons for their actions. Aristotle believed that this capacity to give reasons goes to the heart of what it means to be human, that to be a human is to be a rational animal. As rational animals, we seek explanations. This is a cornerstone of public life. The transition from monarchs and dictators to elected representatives and judges is in part the transition from those who do not need to explain their actions to those who do. The
need for explanation is all the more pressing today given the rise of artificial intelligence (AI), bringing with it a need for explainable AI. For example, the EU’s data protection law has responded to the rise of AI by affording a right to “the existence of automated decision making and ... meaningful information about the logic involved”\textsuperscript{1}. And just as we have a right to, say, water and privacy, Kate Vredenburgh (2022) has recently argued that we have a right to explanation.

Now, it is all very well and good to have Enlightenment ideals, to demand reason and explanation. But it is a hollow demand without an ability to separate true explanations from false explanations. Without it, institutions would be free to broadcast whatever explanations they please, without reality getting in the way.

We typically give reasons and explanations using causal claims, using, for example, the words \textit{cause} and \textit{because}. It is well-known that these words have a rich and complex meaning. So determining whether an explanation is true or false is often a tricky matter. To illustrate, imagine a bank that decides to give out loans based on savings and years of higher education\textsuperscript{2}. To get a loan of 10,000, an applicant needs 2,000 in savings and at least three years of higher education. Someone applies for a loan with three years of higher education but no savings. They are denied the loan. They go down to the bank to find out why.

\begin{quote}
  \textbf{CUSTOMER:} Why was I denied the loan?
  \\
  \textbf{BANK MANAGER:} Your application was denied because you have no savings.
  \\
  \textbf{CUSTOMER:} Are you saying that if I had 2,000 in savings, I would have gotten the loan?
  \\
  \textbf{BANK MANAGER:} That’s right.
  \\
  \textbf{CUSTOMER:} I had some savings, but I spent all the money on college. If I hadn’t gone to college, sure, I would have 2,000 in savings, but then I wouldn’t have three years of higher education and I still wouldn’t have gotten the loan. So was I really denied the loan because I have no savings?
  \\
  \textbf{BANK MANAGER:} Yes, as I said, your application was denied because you have no savings.
  \\
  \textbf{CUSTOMER:} But I just told you that if I had kept my savings, I still wouldn’t have gotten the loan. Telling me that I should have kept my savings is not useful advice.
  \\
  \textbf{BANK MANAGER:} ????
\end{quote}

\textsuperscript{1}GDPR Section 2, Article 13.2(f). For discussion see Wachter, Mittelstadt, and Russell (2017) and Kaminski (2019).

\textsuperscript{2}I am grateful to Levin Hornischer for discussions of this example.
The conversation appears to break down, leaving the customer unsatisfied with their explanation. They might even file a complaint that their newfound right to explanation has been violated.

The customer’s reasoning is an example of backtracking: when they imagine having 2,000 in savings, they take into account what the world would have to be like for that to be true. The bank manager, in contrast, uses non-backtracking reasoning: when they imagine the customer with 2,000 in savings they imagine the education level the same. They ignore the relationship between the customer’s education level and the amount they have saved. In Chapter 3 we present a framework that can represent both kinds of reasoning, tracing their disagreement to different ways of resolving an ambiguity in how we construct hypothetical scenarios (specifically, an ambiguity in when to imagine the world changed so that the customer has 2,000 in savings; see section 3.6.4).

Here is a second example to illustrate the importance of being able to assess the truth of explanations. In 2015 the Dutch pension fund for government and education employees (the APB; i.e. my pension fund, and perhaps yours too) wrote a report on their approach to climate change. The report concludes with the following paragraph.

"Other investors would simply take our place." Why would the APB report mention this? One way to express the thought that the APB wish to implicitly communicate here is:

(2) Our investment in fossil fuel companies is not causing increased fossil fuel emissions.
Chapter 1. Introduction

It is commonly argued that causation is required for moral responsibility (e.g. Braham and van Hees 2012, Beckers 2021c, though see Sartorio 2004 for an alternative view). If so, then the truth of (2) would absolve the ABP of moral responsibility for the increase in fossil fuel emissions that result from their investment. To assess the ABP’s culpability, then, we should determine whether (2) is true or false.

In the literature on causation, this is an example of the well-known problem of overdetermination; noted, for example, by Elisabeth Anscombe in her inaugural lecture:

It is not quite clear what ‘dependence’ is supposed to be, but at least it seems to imply that you would not get the effect without the cause. The trouble about this is that you might from some other cause. That this effect was produced by this cause does not at all show that it could not, or would not, have been produced by something else in the absence of this cause.

(Anscombe 1971:24)

In Chapter 2.4 we give an analysis of the meaning of cause and because where \( C \) cause \( E \) and \( E \) because \( C \) can be true, even though had the cause not occurred, the effect would have occurred anyway. The upshot is that we can pinpoint where exactly the argument from “it would have happened anyway without me” to “I didn’t cause it” breaks down. Moreover, we can do so using general observations about ordinary, apolitical scenarios – observations we can agree on regardless of our attitude toward climate change.

1.1.2 Motivation 2. Legal certainty

Given the centrality of causal notions to everyday life, it is unsurprising that many laws contain the words cause and because. While Hart and Honoré (1959) distinguish ‘causation in fact’ and ‘legal causation’, many judges abide by the plain meaning rule, which states that if ordinary meaning of a statute is clear, the judge must interpret it in that way.\(^3\) In courts that abide by the plain meaning rule, the present work on the ordinary meaning of cause and because can help resolve legal disputes about those words.

One legal area abundant in causal language is discrimination law. As an example, take Title VII of the US Civil Rights Act of 1964, which provides:

It shall be an unlawful employment practice for an employer to fail or refuse to hire or to discharge any individual ... because of such individual’s race, color, religion, sex, or national origin.

\(^3\)The plain meaning rule also goes by the name textualism. Famously, Elena Kagan, a Justice of the US Supreme Court, quipped in 2015 that “we’re all textualists now” (referring to US jurisprudence).
1.1. Motivations

The meaning of this statute hinges on the meaning of *because*. In ordinary life it is often clear what *because* means, but cracks in our understanding appear under the weight of legal scrutiny. Take the 2020 US Supreme Court case, *Bostock v. Clayton County*. Gerald Bostock worked for Clayton County, Georgia. In 2013 he joined a gay softball league and mentioned it at work. A few weeks later he was fired for “conduct unbecoming a county employee” (*Court opinion*, p. 3). Bostock took his employer to court, arguing that the firing was illegal under Title VII.

At the time, Georgia – like most other US states – had no state law protecting against employment discrimination on the basis of sexual orientation (see Figure 1.2). However, the Civil Rights Act of 1964 was federal law, and therefore applied in Georgia. It mentioned sex discrimination, but, as one might expect from a law written in 1964, makes no mention of sexual orientation.

At the time there was considerable disagreement as to whether discrimination on the basis of sexual orientation violates Title VII. The Second and Seventh Circuits decided that it does, while the Eleventh Circuit, which includes Georgia, decided that it does not.\(^4\) Hence the need for the Supreme Court to settle the question.

The question before the Supreme Court was whether Gerald Bostock was fired because of his sex, and more generally, whether firing someone because of their sexual orientation constitute firing because of their sex. One might initially think that, since sex and sexual orientation are distinct traits, it is possible to fire someone because of one trait without firing them because of the other.

Pamela Karlan, arguing for Gerald Bostock, disagreed. At oral argument she asked the court to imagine two employees who both mention that they married their respective partners, who are male, on the weekend. The boss gives the first employee some time off to celebrate, and fires the other (*Oral argument* pp. 7–8). Why the different treatment? The first was a woman who married a man, the second a man who married a man. And, Karlan argues, if two people do the same thing, with the only difference between them being that one is a woman and one

---

\(^4\)The Second Circuit ruling comes from *Zarda v. Altitude Express, Inc.* (2018), the Seventh Circuit ruling from *Hively v. Ivy Tech Community College of Indiana* (2017), and the Eleventh Circuit ruling from *Evans v. Georgia Regional Hospital* (2017).
is a man – that is sex discrimination.

In a 6–3 majority, the Supreme Court agreed that discrimination on the basis of sexual orientation constitutes discrimination on the basis of sex, and therefore violates Title VII. The landmark ruling immediately extended employment protection to millions on LGBTQ Americans.

As soon as the Court’s Opinion was published, however, it came under attack. Some legal scholars have gone so far as to declare that “Bostock was bogus” (Berman and Krishnamurthi 2021). Brett Kavanaugh, in his dissent (with Clarence Thomas concurring), accused the court of acting as an unelected legislature: “Instead of a hard-earned victory won through the democratic process, today’s victory is brought about by judicial dictate ... it was Congress’s role, not this Court’s, to amend Title VII.” Some legal scholars have argued that the Court’s interpretation in Bostock represents a dramatic shift in meaning.5

Did the majority amend Title VII or discover something it already entails? If we are to settle whether discrimination because of sexual orientation constitutes discrimination because of sex, we need to understand what because really means. The standard legal test for causation is the but-for test; in legal parlance, but for the cause, the effect would not have occurred. In contemporary terms: if the cause had not occurred, the effect would not have occurred.6 As Justice Elena Kagan put it at oral argument:

KAGAN: What you do when you look to see whether there is [sex]

5Some examples:

Bostock fundamentally redefined what it means to discrimination because of sex, expanding the definition of include discrimination based on an characteristic that is definitionally related to, and thus logically inseparable from, sex.

(Cohen 2022:407).

Bostock articulated a new mixed motive theory that allows a Title VII plaintiff to prove “but for” causation in cases where the employer acted partly for an impermissible reason and partly for a permissible reason so long as the impermissible reason was decisive.

(Cain 2021:464)

6For a discussion of the but-for test and its shortcomings in tort law (the law of injuries and accidents), see the Harvard Law Review (2017).
discrimination under Title VII is, you say, would the same thing have happened to you if you were of a different sex?

(Oral argument, pp. 41–42)

Under the but-for test, then, we have to ask whether sentence (3) is true.

(3) If Gerald Bostock had been a woman, he wouldn’t have been fired.

When we imagine what would have happened if he were a woman, intuitively there are many possibilities to consider. (As Alito exclaimed during oral argument: “the parties have in their briefs, have all of these comparisons, and they will make your head spin if you – if you try to figure them all out!”) If Gerald Bostock were a woman, he could have been a woman who is attracted to men, in which case he would have kept his job, or he could have been a woman who is attracted to women, in which case he still would have been fired (given that the employer had a blanket rule against gay people in general). Samuel Alito picks up on this point in his dissent:

the Court carefully includes in its example just two employees, a homosexual man and a heterosexual woman, but suppose we add two more individuals, a woman who is attracted to women and a man who is attracted to women. . . . We now have the four exemplars listed below, with the discharged employees crossed out:

- Man attracted to men
- Woman attracted to men
- Woman attracted to women
- Man attracted to women

The discharged employees have one thing in common. It is not biological sex, attraction to men, or attraction to women. It is attraction to members of their own sex—in a word, sexual orientation. And that, we can infer, is the employer’s real motive.

The Court tries to prove that “it is impossible to discriminate against a person for being homosexual or transgender without discriminating against that individual based on sex,” . . . but as has been shown, it is entirely possible for an employer to do just that. . . . discrimination because of sexual orientation or transgender status does not inherently or necessarily constitute discrimination because of sex.

(Justice Alito, pp. 16–17)

Kavanaugh’s dissent makes the same point:

Consider the employer who has four employees but must fire two of them for financial reasons. Suppose the four employees are a straight
man, a straight woman, a gay man, and a lesbian. The employer with animosity against women (animosity based on sex) will fire the two women. The employer with animosity against gays (animosity based on sexual orientation) will fire the gay man and the lesbian. ... To treat one as a form of the other ... misapprehends common language, human psychology, and real life.

(Justice Kavanaugh, pp. 12–13)

Alito and Kavanaugh’s dissents emphasise the possibility that, had Bostock been a woman, he could have been attracted to women, in which case he still would have been fired. They use the existence of this possibility to argue that sex discrimination does not constitute sexual orientation discrimination. And sure enough, given this possibility, we cannot say that (3) is true. If Gerald Bostock had been a woman, he might have been fired, he might not. The but-for test appears to fail, or is at least inconclusive.

As we will see in this thesis, the but-for test is a poor approximation of the meaning of because. One reason for this, discussed in McHugh (2020), is that a because sentence can be true even when the cause is stronger than strictly required for the claim to hold. Take the following naturally-occurring examples.⁷

(4)  
   a. He has an American passport because he was born in Boston. [Source]  
   b. Reyna received a Danish passport because her mother was born in Copenhagen. [Source: The Bolton News]

These sentences are perfectly acceptable. This judgement is something we can all agree on, regardless of our politics, judicial philosophy or attitude toward discrimination law.

Now look what happens when we apply the but-for test:

(5)  
   a. If he hadn’t been born in Boston, he wouldn’t have received an American passport.  
   b. If Reyna’s mother hadn’t been born in Copenhagen, Reyna wouldn’t have received a Danish passport.

These are clearly unacceptable. When we imagine, say, Reyna’s mother not being born in Copenhagen, there are intuitively many places where she could have been born instead. In some of these cases, Reyna would still have received a Danish passport, in others not.

The conclusion I draw from these data (in McHugh 2023 and chapter 2 here) is that because does not require that, had the cause not occurred, in every case

⁷For further examples see McHugh (2020:§2). In section 2.7.1 we show that (4) can trigger a false inference (called an implicature) with emphasis on Boston and Copenhagen. This may lead one to mistakenly think they are false. Nonetheless, these sentences are true according to the meaning of because we propose.
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we consider, the effect would not have occurred; rather, it is enough that if the cause had not occurred, in some case we consider the effect would not have occurred.\(^8\) In logical terminology, we may say that because has an existential, rather than universal difference-making condition. Accordingly, we may distinguish a ‘universal’ but-for test (the current legal standard) from an ‘existential’ but-for test.

The plain meaning rule – which Alito and Kavanaugh accept – requires interpreting Title VII according to the meaning of the words it actually contains; in this case, the meaning of because. The data in (4) show that our interpretation of Title VII will be more faithful to the meaning of because if we adopt the existential but-for test in place of the universal but-for test.

This switch has serious ramifications for the outcome of Bostock. All parties agree that if Gerald Bostock had been a woman, there is a possibility in which he would have kept his job; namely, if he had been a woman attracted to men. This is the possibility that Pamela Karlan’s argument and the Court opinion appeal to. This is not enough to pass the universal but-for test – as Alito and Kavanaugh’s dissents make abundantly clear, emphasising the possibility of Gerlard Bostock still being fired if he were a woman who is attracted to women. But it is enough to satisfy the existential but-for test, which as we have seen better reflects the meaning of because. According to the existential but-for test, Bostock was not “bogus”, but correctly decided.

This kind of argument is not unique to Bostock, nor indeed to sexual orientation discrimination. One case decided alongside Bostock concerned Aimee Stephens, a trans woman was fired after informing her employer that she wished to work in female clothing. The logic of the case is similar to Bostock. If Aimee Stephens were a different sex (which the court interpreted as: if she had been assigned a different sex at birth), intuitively she could have been cisgender, and she could have been transgender. In the former case she wouldn’t have been fired, which constitutes proof of sex discrimination according to the existential but-for test.

Similar concerns arise in pregnancy discrimination. Many countries have laws preventing sex discrimination but make no explicit provisions against pregnancy discrimination. To illustrate, take the landmark 1990 case of Dekker v. VJV Centrum from the European Court of Justice. The VJV Centrum was a youth centre in Amsterdam. Their insurer had a rule stating that they can refuse to pay for an employee’s absence if the employee is “unable to work within six months of the date on which the insurance commenced, when such inability to work within half a year was clearly to be anticipated from the state of health of the person concerned at the time when he commenced work” (see the Court judgement). Elisabeth Dekker applied for a job at the centre when she was three-

\(^8\)Indeed, even this is more than a because sentence requires, as we discuss in section 2.4. Though there are some other aspects of the meaning of because we discuss in section 2.2.
months’ pregnant. The employer acknowledged that she was the most qualified candidate, but refused to hire her given the risk that their insurer would refuse to pay for her replacement.

The employer argued in court that they did not refuse to hire her because she was pregnant, but because their insurer would refuse to pay for a replacement.\(^9\) It is not sex discrimination, they argued, since they would also refuse to hire any man in the same situation; that is, any man who needs to take an absence and whose replacement will not be paid by the insurer. This view was taken not only by the employer regarding this case but also by the UK government.\(^10\) One could imagine an employer making a similar argument in any pregnancy discrimination lawsuit, to argue against giving employees special provisions due to pregnancy.

This illustrates a general issue that has vexed discrimination law, known as the \textit{comparator problem}.\(^11\) If Elisabeth Dekker were a man, to whom should we compare her? A man who is fit to work? A man with a foreseeable absence?

If Elisabeth Dekker had been a man, she would likely have been fit to work. But we cannot rule out definitively that she would not have had a foreseeable absence, in which case the insurer would not have paid for a replacement. The existence of such a possibility proves sex discrimination on the existential but-for test but not on the universal but-for test. In a pregnancy discrimination case it may usually be granted that if the pregnant woman were a man, among the possibilities we consider is one where she would have been treated differently (for example, where she would have been hired). Given this, the existential but-for test, but not the universal but-for test, tells us that that pregnancy discrimination is a form of sex discrimination.

\section*{1.2 Our answer to the modelling question}

Our answer to the modelling question is that a causal model must represent three things: time, part–whole relations, and nomic possibility. Following the tradition of possible-worlds semantics, we begin with the set of logically possible worlds. By ‘representing time, part–whole relations, and nomic possibility’, we mean the following.

\(^9\)–The \textit{VJV} did not offer the post to Mrs Decker, not because she was a woman nor because she was pregnant, but because the \textit{VJV}’s insurer had informed it that in cases of leave on grounds of pregnancy or any subsequent unfitness for work which might be linked to pregnancy and confinement the Risicofonds [the insurer] could refuse to pay any benefits.” (\textit{Court judgement}, p. 3949).

\(^10\)–The \textit{United Kingdom} takes the view that . . . a woman shall not be rejected for a post on the ground that she is or will become unable to work, when a man would not have been rejected on the same ground.” (\textit{Court opinion}, pp. 3949–50)

\(^11\)For an overview of the problems created by the need to find comparators, see Goldberg (2011).
**Part-whole relations.** For the model to represent part–whole relations (also known as mereological structure), we mean that the model contains a *state space*. A state space is a partial order where each element, called a *state* represents the state of a part of the world at a moment in time, and the order represents parthood. For example, the state of Amsterdam is part of the state of the Netherlands, the state of the tulip’s colour is part of the state of the tulip, and the state of the logic institute is part of the state of the university. Each maximal element of the state space represents the state of the whole world at a moment in time.

To illustrate, Figure 6.4 represents the mereological structure of the switch and the light. State $s$ is part of a state $t$ just in case there is an upward line from $s$ to $t$. For example, the state of the light being on is part of the state of the light being on and the switch down.

![Figure 1.4: A state space of the switch and light.](image)

Our model will use part–whole relations to capture how we construct hypothetical scenarios. In chapter 3 we propose that when we construct a hypothetical scenarios, we ‘remove’ a part of the world at intervention time, and consider all the worlds that contain what is left over. To determine this part of the world, and define what it means to remove one part of the world from another, we need to represent part–whole relations.

In section 3.4.3 we show that state spaces are strictly more general than a representation based on random variables, in the sense that every set of random variables can be represented by a state space, but not every state space can be represented by random variables.

**Time.** For the model to represent time, we mean that the model represents each possible world as a linear order, with each point of the order representing the state of the world at a moment in time, and the order representing time.\(^\text{12}\) For example, Figure 1.2 depicts a world containing the switch and the light.

\(^{12}\)For another representation of time where linear orders play a central role, see Maudlin (2014).
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Our model contains time since interpreting cause or because involves considering hypothetical scenarios, and on the present proposal, how we construct these hypothetical scenarios exhibits a temporal asymmetry: we pick a moment in time at which to imagine a change (what we call intervention time) and keep the past fixed but allow the future to vary. To capture this temporal asymmetry we need to represent time.

**Nomic possibility.** For the model to represent nomic possibility, we mean that the model determines for each possible world whether it is nomically possible or nomically impossible. For example, there is a nomically possible world in which the apple falls to the ground, but no nomically possible world where it spontaneously turns to gold. Formally, where \( W \) is the set of logically possible worlds, our model picks out a subset \( P \) of \( W \), where a world is nomically possible if it is in \( P \) and nomically impossible if it is not.

For example, the world in Figure 1.5 is nomically possible. It represents the possibility of the switch being flicked, the light turning on, and then the switch being flicked up again. In contrast, Figure 1.6 depicts a world where the light spontaneously flickers on and off. This world is nomically impossible.

**Aboutness.** Our model contains a relation between sentences and states, telling us when a sentence is about a state. For example, “The switch is up” is about the state of the switch, and not about the state of the light.

In Chapter 3 we use the aboutness relation to represent what parts of the world we fix and what parts we vary when we interpret a causal claim. The idea is that to evaluate \( C \text{ cause } E \) or \( E \text{ because } C \), we allow the part of the world \( C \) is about at intervention time to vary.

**Interpretation function.** Finally, our model includes an interpretation function, which for each sentence of our language returns the set of possible worlds in
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Figure 1.7: The relationship between states, situations, moments and worlds.

which it is true.

1.2.1 Formal model construction

Formally, we take a state space \((S, \leq)\) to be a partially ordered set, the elements of which we call states, with \(\leq\) representing parthood. We assume that every state is part of a maximal state with respect to parthood.\(^{13}\) We take states to represent snapshots, representing how some things stand at a moment in time.

We can construct worlds from states as follows.

- A situation is a particular instance of a state.
- A moment is a situation that is not part of any other situation.\(^{14}\)
- A world is a linear order of moments.

We need situations since the same state may appear multiple times in a world. Formally, the set of situations, moments and worlds are defined, respectively, as follows.

\[
\begin{align*}
\text{Sit} &:= S \times I, \text{ where } I \text{ is an arbitrary label set}, \\
M &:= \{t_i \in \text{Sit} : t \leq u \text{ implies } t = u \text{ for all } u \in S\}, \\
W &:= \{(M', \preceq) : M' \subseteq M, \preceq \text{ is a linear order}\}.
\end{align*}
\]

Figure 1.7 illustrates this model construction.

Putting everything together, the models we use to interpret causal claims are defined as follows.

Given a set of sentences \(\mathcal{L}\), a model is a tuple

\[
(S, \leq, \mathcal{A}, P, |·|)
\]

\(^{13}\)That is, we assume \(\forall s \in S \exists t \in S : s \leq t \land \forall u \in S(t \leq u \Rightarrow t = u)\). In Fine’s (2017) terminology, our state spaces are world-spaces.

\(^{14}\)We define that situations inherit parthood relations from their states; that is, situation \(s_i\) is part of situation \(t_j\) just in case state \(s\) is part of state \(t\).
where \( (S, \leq) \) is a state space, \( \mathcal{A} \subseteq \mathcal{L} \times S, P \subseteq W \), and \( |\cdot| : \mathcal{L} \rightarrow W \).

The intuitive interpretation of these components is that \( \mathcal{A}(A, s) \) represents that sentence \( A \) is about state \( s \), \( w \in P \) that world \( w \) is nomically possible, and \( w \in |A| \) that \( A \) is true at \( w \).

### 1.3 Our answer to the meaning question

Our answer to the meaning question analyses the meaning of *cause* and *because* in terms of three relations: *sufficiency*, *production*, and *difference-making*.

#### Sufficiency

In Chapter 3 we analyse the notion of *sufficiency*, stating when the truth of one sentence is sufficient for the truth of another. We use sufficiency to capture the difference in meaning between, for example, the (a) and (b)-sentences below.

\begin{align*}
(6) & \quad \text{a. Ali being born in Europe caused him to get Irish citizenship.} \\
    & \quad \text{b. Ali being born in Ireland caused him to get Irish citizenship.}
\end{align*}

\begin{align*}
(7) & \quad \text{a. Ali has an Irish passport because he was born in Europe.} \\
    & \quad \text{b. Ali has an Irish passport because he was born in Ireland.}
\end{align*}

On our analysis, sufficiency inhabits a zone between logical entailment and material implication. Sufficiency is weaker than logical entailment. For example, in a context where there is electricity in the building, “Alice flicked the switch” is sufficient for “the light is on”, even though the former does not entail the latter since there is a logically possible world (say, a world where the power is out) where Alice flicks the switch and the light does not turn on. And sufficiency is stronger than material implication; for example, one can activate a random number generator and get a seven, even though activating the random number generator was not sufficient to get a seven. Similarly, Ali can be in fact born in Europe and have an Irish passport, without being born in Europe being sufficient to get an Irish passport.

#### Production

Following Hall (2004) and Beckers (2016), our semantics also includes a notion of production. Loosely, the truth of sentence \( C \) produces the truth of sentence \( E \) just in case there is a chain of counterfactual dependence from \( C \) to \( E \). Chapter 5 is devoted to the analysis of production. We use production to account for the well-known overdetermination cases – cases where a causal claim is true even though, had the cause not occurred, the effect would have occurred anyway.
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**Difference-making.** Finally, our semantics incorporates a notion of difference-making, as analysed by Sartorio (2005). Section 2.5 shows how to add Sartorio’s notion of difference-making to any given semantics of *cause* and *because*.

The resulting semantics we propose is that \( C \) *cause* \( E \) and \( E \) *because* \( C \) are true just in case \( C \) is true, and \( C \) is sufficient for \( C \) to produce \( E \) but \( \neg C \) is not. Where \( \gg \) represents sufficiency and *produce* production, we propose that \( C \) *cause* \( E \) and \( E \) *because* \( C \) are true just in case the following holds.

\[
C \land (C \gg (C \produce E)) \land \neg (\neg C \gg (\neg C \produce E))
\]
Chapter 2

On the meaning of cause and because

2.1 Introduction

In this chapter we analyse the meanings of English words cause and because.\(^1\) We will work within the research programme of truth-conditional semantics (Davidson 1967b, Lewis 1970a): our task is therefore to determine under what conditions sentences containing cause or because, such as those in (1), are true or false.

(1) a. Alice flicking the switch caused the light to turn on.  
    b. The light turned on because Alice flicked the switch.

2.1.1 Why choose to analyse cause and because?

There are many other words in English with a causal flavour we could analyse instead, such as therefore, since, for, due to, as, so, make, have, force and let. We choose to analyse the verb cause since most work on the meaning of causal claims analyses this word, and we would like to compare our analysis with this work. And we choose to analyse because since it is used far more frequently than cause,\(^2\) and does not carry some of the restrictions on use faced by cause.\(^3\) To

---

\(^1\)Parts of this chapter have been previously published in McHugh (2020), (2022) and (2023).

\(^2\)Searches of the British National Corpus (BNC) and Corpus of Contemporary American English (CCAE) reveal that for every occurrence of either a cause or the cause there are approximately 3 occurrences of caused (in both the BNC and CCAE) and 36 (BNC) and 62 (CCAE) occurrences, respectively, of because. Frequency of a cause: 609 (BNC), 4852 (CCAE); the cause: 2161 (BNC), 16586 (CCAE); caused: 9243 (BNC), 62527 (CCAE); because: 99496 (BNC), 1346051 (CCAE). Corpora accessed at https://www.english-corpora.org/bnc/ and https://www.english-corpora.org/coca/ on 5 October 2020.

\(^3\)Childers (2016:§3.3) argues on the basis of corpus and experimental evidence that there are two senses of cause, differing in register and sentiment. One is used in formal contexts—such as academic research—and can be used with any sentiment toward the effect, the other is informal but expresses a negative feeling toward the effect. Since because appears more frequently and with less constraints on its use than cause, our analysis will be more applicable if we analyse
illustrate, Figure 2.1 depicts the frequency of some causal words from Google Books’ English corpora from 1500 to 2019. The chart shows *because* firmly in the lead, *caused* and *causes* a distant second, *cause of* (which includes *a/the cause of* and *an actual cause of*), analysed by e.g. Pearl 2000, Hall 2004, Halpern 2016 and Beckers 2016) far behind, and *causally depends* (analysed by e.g. Lewis 1973a) in comparison hardly mentioned at all.

![Figure 2.1: Frequency of *because*, *caused*, *causes*, *cause of*, *causation* and *causally depends* from the Google Books Ngram viewer](Source)

Our analysis with therefore enjoy greater applicability by focusing on words that are frequently used, such as *because* and *cause*.

### 2.1.2 The relata of *cause* and *because*

Let us briefly address the issue of the relata of *cause* and *because*. In the literature on causation one often finds lengthy discussions on the relata of causation (e.g. Ehring 1987, 2009, Hausman 2005, Moore 2005, Schaffer 2016). Here we are not analysing causation but causal claims; specifically, the meaning of *cause* and *because*. *Cause* is a verb whose subject is a noun phrase and whose object is a determiner phrase or a *to*-infinitive, and *because* is a preposition taking two clauses.5

5Note that *because* is not conjunction, as say, *and* is. Some evidence for this is that one can prepose *because* but not conjunctions:

(i) a. Because I ate too much pasta, I am sleepy.
   b. *And I ate too much pasta, I am sleepy.

Traditionally, *because* has been called a “subordinating conjunction” and *because*-clauses have been called “adverbial clauses” as have after, although, before, conditional if, since, though, unless and while. Jespersen (1924:89) proposed that they are in fact prepositions, a claim supported by Geis (1970), Huddleston and Pullum (2004), Pullum (2009, 2014).
While determining the relata of causation may raise special difficulties, determining the relata of causal claims does not. This is a consequence of a foundational assumption in semantics, the principle of compositionality: “The meaning of an expression is a function of the meanings of its parts and of the way they are syntactically combined” (Partee 1984; for an overview see Pagin and Westerståhl 2010a,b). The principle of compositionality implies that expressions have the same meaning when embedded under cause or because as they have in other environments. There is therefore no special problem of relata of causal claims. The arguments of cause and because mean whatever they mean in general.

Comparing the semantics of cause and because requires assuming some relationship between their relata. For simplicity we will give a semantics of cause in terms of clauses, and assume that nouns and to-infinitives in some sense express clauses. For example, in (1a) the noun Alice flicking the switch expresses the clause Alice flicked the switch and the to-infinitive the light to turn on expresses the clause the light turned on.

This is a simplification since clauses differ from noun phrases and to-infinitives in a number of ways. As Vendler (1967) discusses, different kinds of nominalisation exhibit different relationships with the verb they contain. This gives rise to truth-conditional differences when paired with cause. To illustrate, imagine Gonzalo is playing roulette and bet on green. There is a \( \frac{1}{37} \approx 2.7\% \) chance of the ball landing on green. Against all the odds, it does. Consider (2).

\[
\begin{align*}
(2) & \quad a. \text{ The fact that the ball rolled on the wheel caused Gonzalo to win.} \\
& \quad b. \text{ The ball rolling on the wheel caused Gonzalo to win.} \\
& \quad c. \text{ The ball’s roll on the wheel caused Gonzalo to win.}
\end{align*}
\]

To my ear, (2a) is unacceptable, (2b) is slightly better, and (2c) is fine. In the terminology of Vendler (1967:131), the ball rolling on the wheel is an ‘imperfect’ nominal, “in which the verb is still alive as a verb,” while the ball’s roll on the wheel is a ‘perfect’ nominal, “in which the verb is dead as a verb, having become a noun.” These differences can likely account for the contrasts in (2), say, by proposing that ‘the fact that’ and imperfect nominals denote event types (sets of events), while perfect nominals denote a single event.

One point worth clarifying is that the verb cause does not express a relation between events. One nit-picky reason for this is that, assuming the traditional distinction between states and events, cause can also relate states, as in (3).

\[
\begin{align*}
(3) & \quad \text{The rose’s colour caused the little prince to be happy.}
\end{align*}
\]

Linguists often use ‘eventuality’ as an umbrella term covering states and events alike. So one might think that cause expresses a relation between eventualities. What would it mean for cause to express a relation between eventualities? Presumably, it would mean we can associate each noun phrase and to-infinitive with an eventuality in a given context (the eventuality it in some sense denotes in a
given context), and there is a relation $R$ between eventualities such that for any context $w$, $c$ cause $e$ is true in $w$ just in case the eventuality denoted by $c$ in $w$ stands in relation $R$ to the eventuality denoted by $e$ in $w$.

Some evidence against this is that two noun phrases can intuitively denote the same eventuality but give rise to differences in meaning in a cause sentence. Consider:

(4)  
   a. Ali being born in Ireland caused him to receive an Irish passport.
   b. Ali being born in Europe caused him to receive an Irish passport.

There is a clear contrast in meaning between them. Arguably, however, given that Ali was in fact born in Ireland, the event of him being born in Ireland is identical to the event of him being born in Europe. If cause expressed a relation between eventualities, this contrast would be unexpected.

To make sure the pattern is robust, here is a second example. Imagine Fatima and Freddy are playing a game where they have to raise their hand after exactly one minute has passed. Freddy raises his hand after 50 seconds and loses; Fatima raises her hand after one minute and wins. Compare:

(5)  
   a. Fatima raising her hand caused her to win.
   b. Fatima raising her hand after one minute caused her to win.

In each case there is a difference in meaning between the (a)- and (b)-sentences. The (b)-sentences are much more acceptable than the (a)-sentences. Arguably, however, the event of Fatima raising her hand is the same event as her raising her hand after one minute.
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With these preliminaries out of the way, let’s discuss the meaning of cause and because in earnest. Recall the sentences in (1), repeated below.

(1)  
   a. Alice flicking the switch caused the light to turn on.
   b. The light turned on because Alice flicked the switch.

Suppose Alice walks into a dark room and flicks a light switch. The light connected to the switch turns on. In this case we are perfectly happy to say the sentences in (1). If we wonder why they are true, a plausible response is that, if Alice hadn’t flicked the switch, the light wouldn’t have turned on. In other words, the light turning on counterfactually depended on Alice flicking the switch (where $E$ counterfactually depends on $C$ just in case, if $C$ had not occurred, $E$ would not have occurred).

The idea that the interpretation of causal claims involves counterfactual dependence is widespread, adopted by the panoply of so-called counterfactual de-
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dependence approaches to causation (for an overview see Collins, Hall, and Paul 2004). The idea goes back to David Hume, who in 1748 wrote that “We may define a cause to be an object followed by another ... where, if the first object had not been, the second never had existed” (Hume 1748:§VII). Taking up this idea, Lewis (1973a) proposed that an event \( c \) causally depends on an event \( e \) just in case there is a chain of counterfactual dependence from \( c \) occurring to \( e \) occurring.

It is well-known that there are cases where a causal claim is true but the effect does not counterfactually depend on the cause (this is the problem of overdetermination, which we discuss in section 2.4). Another problem is that counterfactual dependence is not enough for the corresponding causal claim to be true.\(^6\) For example, imagine a robot has to get to Main Street, choosing between any of the four available routes to get there (see Figure 2.2).

![Figure 2.2](image)

When the robot reaches a fork in the road, it decides what way to go at random. It is programmed so that it must take one of the routes to Main Street and cannot reverse. On this particular day, the robot took First Street and then Road B. Now consider the sentences below.

(6)  
\[ \text{a. The robot taking First Street caused it to take Road B.} \]
\[ \text{b. The robot took Road B because it took First Street.} \]

In this context, (6a) and (6b) are intuitively false. However, the robot taking Road B counterfactually depended on it taking First Street: if it hadn’t taken

\(^6\)That being said, Nadathur and Lauer (2020) propose that counterfactual dependence is not enough for a sentence containing \textit{make} – such as “Gurung made the children dance” to be true. They do, however, propose that counterfactual dependence, together with the cause and effect both occurring, is enough for a sentence containing \textit{cause} to be true.
First Street, it wouldn’t have taken Road B. In general, then, counterfactual
dependence is not enough for the truth of the corresponding causal claim.

Intuitively, the sentences in (6) are false because the robot did not have to
take Road B after taking 1st Street. It could have taken Road A instead. This
suggests that cause and because imply that the cause is in some sense sufficient
for its effect (in other words, causes ‘guarantee’, ‘determine’, or ‘ensure’ that their
effects happen).7

We can test this explanation by changing the context in a minimal way to
make taking First Street sufficient for taking Road B, and checking whether our
intuitions change accordingly. To that end, suppose that before setting out on
its journey the robot was programmed with the rule: Always change direction!
The effect of the rule is that if the robot goes left at one fork in the road, it
must go right at the next one, and if it goes right at the first fork, it must go
left at the second. Today, the robot took First Street and, since it went left first,
its programming required it to turn right, taking Road B. In this new context,
consider again the sentences in (6).

Suddenly the sentences in (6) are true. Counterfactual dependence does not
account for the contrast between the turn-at-random and always-change-direction
contexts. For in both, if the robot hadn’t taken First Street it wouldn’t have taken
Road B. The difference is rather a difference in sufficiency.

What exactly does it mean for the truth of one sentence to be sufficient for
the truth of another? Anscombe remarks that ““sufficient condition” is a term of
art whose users may ... lay down its meaning as they please” (Anscombe 1971:5).
Chapter 3 gives an analysis of the notion sufficiency implied by cause and because.
Our analysis predicts that when the robot turns at random, taking First Street
is not sufficient to take Road B, but when it is programmed to always change
direction, it is. Without going into too much detail here, these predictions result
from incorporating the openness of the future into the analysis of sufficiency.
Informally, let us say that for sentence $A$ to be sufficient for sentence $C$, $C$ must
be true in every nomically possible future after $A$ becomes true.8 When the robot
turns at random, but not when it is programmed to always change direction, it
is nomically possible for it to take Road A after First Street. If we then assume

---

7 The claim that causes must be sufficient for their effects also helps makes sense of some statements from the history of philosophy. For example, Spinoza writes

(i) Nothing exists of which it cannot be asked, what is the cause (or reason) [causa (sive ratio)], why it exists. (Principles of Cartesian Philosophy, Part I, Axiom 11)

This is commonly taken as a statement of the principle of sufficient reason (see Melamed and Lin 2021). But if cause did not require sufficiency, it would be hard to see how this would count as a statement of the principle.

2.2. Sufficiency

that $C$ cause $E$ and $E$ because $C$ imply that $C$ is sufficient for $E$, we correctly predict (6) to be unacceptable when the robot turns at random but acceptable when it is programmed to always change direction.

Now, some violations of sufficiency do not involve the openness of the future. Consider (7)–(9).

(7) *Ali was born in Ireland and has Irish citizenship.*
   a. Ali got Irish citizenship because he was born in Europe.
   b. The fact that Ali was born in Europe caused him to get Irish citizenship.

(8) *Nina is 16 and tried to get into a bar for over 18s. The bouncer did not let her in.*
   a. The bouncer refused to let Nina in because she is under 30.
   b. The fact that Nina is under 30 caused the bouncer to refuse to let her in.

(9) *Yves only buys a specific shade of blue paint: ultramarine. In a paint shop he sees paints in various colours, including various shades of blue. He bought some ultramarine paint.*
   a. Yves bought this paint because it is blue.
   b. The fact that this paint is blue caused Yves to buy it.

These sentences are intuitively unacceptable. They also significantly improve when we replace the cause with a minimally different one that is sufficient for the effect; e.g. replacing *Europe* with *Ireland*, *under 30* with *under 18*, and *blue* with *ultramarine*. This is exactly what we expect if $C$ cause $E$ and $E$ because $C$ imply that $C$ is sufficient for $E$.

As in the robot case, these contrasts are not due to a difference in counterfactual dependence. For example, if Alice had been over 18, or over 30, she would have gotten in. Nor are they due to the openness of the future. Accounting for, say, (7a)’s unacceptability in this way would require a time when the paint was blue but not yet determined that it would be ultramarine. But specific shades do not come after general shades in time – every blue is simultaneously a specific kind of blue.

### 2.2.1 The status of sufficiency

So we have evidence that *cause* and *because* imply that the cause is sufficient for the effect. What is the nature of this inference? Is it an entailment, part of the literal meaning of *cause* and *because*? Is it a presupposition, something that we take for granted when we interpret these words? Or is it not part of the literal meaning, but inferred via pragmatic reasoning? In this section we provide evidence that the sufficiency inference is an entailment, rather than a
One of the simplest ways to test the status of an inference is to put it in a downward-entailing environment, such as under negation. To that end, consider:

(10)  
\begin{enumerate}
  \item The robot turned at random. Taking First Street didn’t cause it to take Road B.
  \item The robot turned at random. It didn’t take Road B because it took First Street.
\end{enumerate}

These are intuitively acceptable. Indeed, it seems we can say something stronger:

(11)  
\begin{enumerate}
  \item Given that the robot turned at random, nothing caused it to take Road B.
  \item Given that the robot turned at random, it did not take Road B because of anything.
\end{enumerate}

These are also intuitively fine. Now, given that the robot turned at random, nothing was sufficient for it to take Road B (this is something our analysis of sufficiency in Chapter 3 will predict). And if \( C \) cause \( E \) and \( C \) because \( E \) entail that \( C \) is sufficient for \( E \), by contraposition, \( C \) not being sufficient for \( E \) entails \( \neg(C \) cause \( E) \) and \( \neg(C \) because \( E) \). Thus assuming that the sufficiency inference is an entailment, we correctly predict (10) and (11) to be true.

These data also show that the sufficiency inference is not a presupposition. It is standardly assumed that presuppositions project through negation: if \( A \) presupposes \( B \), then \( \neg A \) does too. For example,

(12)  Iris’s brother doesn’t have a car. \( \rightarrow \) Iris has a brother.

Thus if \( A \) presupposes \( B \), we expect \( \neg B \land \neg A \) to be incoherent, since \( \neg A \) implies \( B \), contradicting \( \neg B \).

(13)  # Iris doesn’t have a brother. Her brother doesn’t drive a car.

(13) is clearly incoherent. Now, if \( C \) cause \( E \) and \( C \) because \( E \) presupposed that \( C \) is sufficient for \( E \), we would expect (10) and (11) to be similarly incoherent, since then \( \neg(C \) cause \( E) \) and \( \neg(E \) because \( C) \) would imply that \( C \) is sufficient for \( E \), but the fact the robot turned at random implies that \( C \) was not sufficient for \( E \). The stark contrast between the incoherence of (13) and acceptability of (10) and (11) is evidence that the sufficiency inference is not a presupposition.

Finally, (10) and (11) show that the sufficiency inference is not an implicature. It is standardly assumed that implicatures are not derived when doing so would lead to an overall weaker meaning (Chierchia 2013:129, Fox and Spector 2018). For example, the disjunction in \( A \ or \ B \) is typically strengthened to an exclusive
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reading via scalar implicature, but under negation it is interpreted with its literal, inclusive meaning, as illustrated in (14) (where \(\sim\) denotes ‘intuitively implies’).

(14) a. Fionn passed syntax or semantics.
   \(\sim\) Fionn passed syntax or semantics and not both.
   b. Fionn didn’t pass syntax or semantics.
   \(\not\sim\) \(\neg\) (Fionn passed syntax or semantics and not both).

If the sufficiency inference were an implicature, we would similarly expect it to disappear in downward entailing environments, such as under negation. As we saw in (10) and (11), when the cause is not sufficient for the effect, *cause* and *because* under negation are fine. Given that the unnegated sentences were unacceptable due to a failure of sufficiency, if the sufficiency inference were an implicature this would be unexpected.

Let’s see how *cause* and *because* under negation behave in a context where the cause is sufficient for the effect. Consider:

(15) The robot was programmed to always change direction.
   a. Taking First Street didn’t cause it to take Road B.
   b. It didn’t take Road B because it took First Street.

(16) Given that the robot was programmed to always change direction,
   a. nothing caused it to take Road B.
   b. It didn’t take Road B because of anything.

These sentences sound much worse in this context than when it turns at random. As discussed, the only salient difference between the two contexts appears to be a difference in sufficiency: when the robot taking First Street was sufficient for it to take Road B, the sentences are acceptable; when it is not, they are unacceptable. If the sufficiency inference were an implicature, we would expect it to disappear under negation. Then the difference in judgement between the two contexts would also disappear. But this is not what we observe.

In summary, data from *cause* and *because* under negation show that the sufficiency inference is an entailment, and not a presupposition or implicature.\(^9\)

Before moving on, let us address one lingering feeling one may have about the status of sufficiency. One might think that the sufficiency inference is not part of the literal meaning of *cause* and *because*, arguing along the following lines: (i) the sufficiency violations in (6)–(9) sound unacceptable because they do not offer not a good explanation of why their effects occurred; (ii) what it means for an explanation to be good depends in part on pragmatic considerations; (iii) a good

---

\(^9\)Section 5.6.5 provides further evidence that the sufficiency inference is not an implicature, based on the meaning of *only because*. Our argument there is a bit more complex, requiring an overview of the full semantics of *because* we propose, so for now we simply refer the reader to that section for further details.
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The explanation of why the effect occurred should account for why the effect occurred rather than not.

This is a compelling idea. Indeed, the present account wholeheartedly agrees with each of the points (i)–(iii) above. However, they do not imply the apparent conclusion that the sufficiency inference is not part of the literal meaning of cause and because. It is hard to say what it means in general for an explanation to be good: that depends greatly on context – whom one is talking to, what information can be taken for granted, the purpose of the conversation, and myriad other factors. Nonetheless, one requirement we can all agree on is that for an explanation to be good, it should at least be true. For example, if one says that the robot took Road B because it took First Street, for that to count as a good explanation the sentence should be true. So even with all the unclarity about what it means in general for an explanation to be good, by putting sufficiency into the literal meaning of cause and because we account for point (i): the feeling that (6)–(9) are not good explanations of why their effects. They are not good explanations because they are not true. Point (ii) is also correct, but the ‘in part’ is crucial: what it means to be an explanation to be depends on both semantic and pragmatic considerations. It just so happens in this case that we can account for point (i) by appealing to semantic considerations alone. Finally, point (iii) is correct since a cause or because claim in which the cause is not sufficient for the effect is not true, and therefore does not count as a good explanation.

2.3 Difference-making: counterfactual dependence

Of course, the semantics of cause and because involves more than just sufficiency. The cause must also in some sense make a difference to the effect. As Lewis put it, “We think of a cause as something that makes a difference, and the difference it makes must be a difference from what would have happened without it” (Lewis 1973a:557). This difference-making component is illustrated in the following scenario, due to Hall (2000) and depicted in Figure 2.3.

An engineer is standing by a switch in the railroad tracks. A train approaches in the distance. She flips the switch, so that the train travels down the right-hand track, instead of the left. Since the tracks reconverge up ahead, the train arrives at its destination all the same.

(Hall 2000:205)

Consider (17) in this context.

(17) a. The train reached the station because the engineer flipped the switch.
   b. The engineer flipping the switch caused the train to reach the station.

The sentences in (17) are intuitively unacceptable.
2.4 Production

Given the set up of the scenario, the train would have reached the station whether or not the engineer had flipped the switch. Accordingly, our analysis of sufficiency predicts that the engineer flipping the switch is sufficient for the train to reach the station, and the engineer not flipping the switch is also sufficient for the train to reach the station. Sufficiency alone is not enough for a cause or because claim to be true. It only considers what happens in cases where the cause is true. To account for the unacceptability of (17), it seems we must say something about what happens in cases where the cause is false. Let us call this the ‘difference-making requirement’ of cause and because.

What does the difference-making requirement consist in? A compelling thought is that (17) are unacceptable because even if the engineer hadn’t flipped the switch, train would have reached the station anyway. As is well-known, the idea that causation requires counterfactual dependence is plagued by a host of counterexamples (see Lewis 2000, Hall and Paul 2003, Hall 2004, Halpern 2016, Beckers 2016, Andreas and Günther 2020 and many more). Let us turn to those counterexamples now, and then return for a fuller discussion of difference-making in section 2.5.

2.4 Production

Here is a much-discussed example introduced by (Hall and Paul 2003:110) (the following formulation is from Hall 2004:235).

Suzy and Billy, expert rock-throwers, are engaged in a competition to see who can shatter a target bottle first. They both pick up rocks and throw them at the bottle, but Suzy throws hers before Billy. Consequently Suzy’s rock gets there first, shattering the bottle. Since both throws are perfectly accurate, Billy’s would have shattered the bottle if Suzy’s had not occurred, so the shattering is overdetermined.

Consider (18) and (19) in this context.

(18) a. The bottle broke because Suzy threw her rock at it.
b. Suzy throwing her rock at the bottle caused it to break.

(19) a. The bottle broke because Billy threw his rock at it.
   b. Billy throwing his rock at the bottle caused it to break.

Intuitively, the sentences in (18) are acceptable but the sentences in (19) are not. The difference between Suzy and Billy is not a difference in sufficiency. Suzy throwing her rock is sufficient for the bottle to break, and Billy throwing his rock is sufficient for the bottle to break (given that they are both expert rock-throwers). So if not sufficiency, where could the difference in judgement between (18) and (19) come from?

Forecasting this concern, Anscombe (1971:24) writes,

> It is not quite clear what ‘dependence’ is supposed to be, but at least it seems to imply that you would not get the effect without the cause. The trouble about this is that you might from some other cause. That this effect was produced by this cause does not at all show that it could not, or would not, have been produced by something else in the absence of this cause.

Notice how in discussing this problem, Anscombe appeals to a notion of production: “That this effect was produced by this cause does not at all show that it could not, or would not, have been produced by something else” (my emphasis). This suggests a way to distinguish Billy and Suzy in this case: Suzy throwing her rock produced the bottle to break, Billy throwing his rock did not. This strategy has been further discussed by Lewis (1986), Hall (2004), and Beckers (2016), among others. So we propose that $C$ cause $E$ and $E$ because $C$ entail that $C$ produced $E$.

If this strategy is going to work, the big question is to say what production consists in. We take production to be a relation between sentences. The truth of one sentence produces the truth of another. What does it mean for sentence $A$ to produce sentence $C$? Chapter 5 gives an analysis of production. The guiding idea is that $A$ produces $C$ just in case there is a chain of counterfactual dependence from the truth of $A$ to the truth of $C$. Let us briefly introduce our analysis of production here, to show how we can make predictions about the Billy and Suzy case using it.

Our analysis is inspired by Lewis’s analysis of causal dependence (Lewis 1973a). The difference is that we use it to analyse a part of the meaning of causal claims – production – while Lewis used it to analyse the whole – causal dependence. (In other words, Lewis’s analysis is a case of mistaken synecdoche. Like a sergeant who, asked to put boots on the ground, brings a pile of footwear to battle, Lewis mistook the part for the whole.)

It is tempting to say that the the chain is made up of events: $A$ produces $C$ just in case there is a chain of events, beginning with an $A$-event, ending with
a C-event, such that each event on the chain counterfactually depends on the previous event.

A major obstacle for an events-based analysis of production is the identity criteria of events are remarkably complex. We lack a general theory of what it means for events to be the same. To illustrate, Hitchcock (2012:83) wonders:

if a meeting is originally scheduled for Monday at noon, and then rescheduled for Tuesday at noon, is the meeting that occurs on Tuesday at noon the very same meeting that would have occurred on Monday? That is, was the meeting postponed, strictly speaking, or was the original meeting cancelled and a different meeting scheduled for Tuesday?

This question is reminiscent of the ship of Theseus, and does not seem to admit a determinate answer. A further difficulty is that some have proposed a causal theory of the identity criteria of events. For example, Davidson (1969) proposes to individuate events by their causes and effects. We cannot appeal to such an account here on pain of circularity.

Given this predicament, an analysis of production that appealed to events would quickly get stuck with tricky questions about what events are, their identity criteria, and so on. This raises the question whether we must take the winding roads through events to get to production, or whether there is a bypass. I believe there is: a much clearer approach is to take the chain to consist of propositions holding at a particular time.

Recall that our model includes a state space, whose maximal states represent the state of a world at a moment in time. We will take a proposition to be a set of maximal states (intuitively, those at which the proposition is true). Briefly put, our analysis of production from Chapter 5 is that sentence A produces sentence C at a world w just in case A and C are true at w, and there is a chain of proposition–time pairs such that (i) for each element \( p_t \) of the chain, \( p \) is true at world \( w \) at \( t \) (ii) A implies the first proposition on the chain and C the last, (iii) the chain is temporally saturated, and (iv) each element of the chain counterfactually depends on a buffer of previous elements.\(^\text{11}\)

\(^{10}\)Recall that we take a world to be a linear order of moments (the linear order representing time), a moment to be a maximal situation with respect to parthood, and a situation to be a particular instance of a state. We extend truth-at-a-state to truth-at-situation by saying that \( p \) is true at a moment \( t \), just in case \( p \) is true at the state \( t \).

Note that by taking propositions to be sets of states, rather than sets of situations, the notion of proposition adopted here incorporates an intrinsicness requirement (discussed by Hall 2004) – whether a proposition is true at a moment depends only on the state of that moment, and not on the world in which the state happens to find itself. This means, for example, that the chain cannot contain an element like \( p_t \) where \( p \) expresses that Suzy threw the rock at some other time \( t' \). \(^{11}\)

\(^{11}\)Formally, the chain is a set of proposition–time pairs that is linear, in the sense that for any elements \( p_t \) and \( q_{t'} \) of the chain, \( t \leq t' \) or \( t' \leq t \). By the claim “counterfactually depends on a
On this analysis we can show that Suzy throwing her rock produced the bottle to break, but Billy throwing his rock did not. To show the former, consider a chain such as

Suzy throws her rock at \( t \).
Suzy’s rock is flying toward the bottle at location \( x' \) at \( t' \).
Suzy’s rock is flying toward the bottle at location \( x'' \) at \( t'' \).
Suzy’s rock hits the bottle at \( t''' \).
The bottle breaks at \( t'''' \).

As the reader may verify, this counts as a production chain according to our definition, so we predict that Suzy throwing her rock produced the bottle to break.

Let’s now show that Billy throwing did not produce the bottle to break. To my knowledge virtually all theories predicting that Billy’s throw did not cause the bottle to break rely on the same observation; namely, that Billy’s rock did not hit the bottle (though different accounts, e.g. Halpern 2016, Beckers 2016, incorporate this observation into their formal accounts in different ways). We can also use this to show that Billy did not produce the bottle to break on our analysis. For Billy’s throw to produce the bottle to break, we would have to find a proposition \( p \) and time \( t \) such that there is a chain of counterfactual dependence running from Billy throwing when he did to \( p \) being true at \( t \), and if \( p \) had not been true at \( t \), the bottle would not have broken when it did. The only proposition with a chain of chain of counterfactual dependence from Billy throwing to it would be something like “Billy’s rock is flying through the air at \( t' \).” But then if Billy’s rock had not been flying through the air at \( t \), the bottle would still have broken when it did. So we cannot find a chain of dependence required for Billy throwing to produce the bottle to break. Since cause and because require that \( C \) produce \( E \), we account for the unacceptability of (19).

2.4.1 Sufficiency for production

In the previous two sections we saw that cause and because require that the cause be sufficient for the effect and that the cause produce the effect. One may wonder whether these requirements interact in any way. One possibility is that the semantics of because requires sufficiency, and separately requires production, without any interaction between the two. We may express this as follows, where \( \gg \) denotes sufficiency and produce production (to avoid notational clutter we will

buffer of previous elements” we mean that for each \( p_t \) on the chain there is a time \( t' \) such that for each element \( q_{t''} \) on the chain with \( t' \leq t'' < t \), \( \neg q_{t''} \) is sufficient for \( \neg p_t \). When the chain is discrete, this condition reduces to saying that each element of the chain (excluding the first) counterfactually depends on a previous element. To say that the chain is temporally saturated is to say that, where \( p_t \) is the first element of the chain and \( q_{t'} \) the last, for every time \( t'' \) with \( t < t'' < t' \) there is a proposition \( r \) such that \( r_{t''} \) is on the chain.
write everything in terms of cause, though one may freely replace \( C \) cause \( E \) with \( E \) because \( C \) in what follows).

**Sufficiency and production.** \( C \) cause \( E \) entails \((C \Rightarrow E) \land (C \text{ produce } E)\).

A stronger possibility is that because requires the cause to be sufficient for the cause itself to produce the effect:

**Sufficiency for production.** \( C \) cause \( E \) entails \( C \Rightarrow (C \text{ produce } E) \).

Sufficiency for production entails sufficiency and production. This follows immediately under the following assumptions (in section 3.7 we show that they hold according to our analysis of sufficiency).

\[(20) \text{ Facts showing that sufficiency for production entails sufficiency and production.} \]

\[a. \text{ Production is factive w.r.t. the effect. } C \text{ produce } E \text{ entails } E. \]
\[b. \text{ Cause is factive w.r.t. the cause. } C \text{ cause } E \text{ entails } C. \]
\[c. \text{ Modus ponens for sufficiency. } C \land (C \Rightarrow E) \text{ entails } E. \]
\[d. \text{ Right weakening. } \text{If } E \text{ entails } E' \text{ then } C \Rightarrow E \text{ entails } C \Rightarrow E'. \]

The converse, however, does not hold. Sufficiency for production does not entail sufficiency and production. This is because it is possible for \( C \) to be sufficient for \( E \), while \( C \) is not sufficient for \( C \) itself to produce \( E \). We witness the failure of this entailment in cases where the cause produced the effect, but it was possible for the cause to occur and yet for the effect to be produced in some other way. Here is a such a scenario.

Alice and Bob are two children at the funfair with their parents. The parents decide that the children should have a souvenir of their time there: if any child does not win a teddy by the end of the day, the parents will buy one for them.

Alice and Bob play a game with a spinner and a button (see Figure 2.4). A pointer moves around the circle until the player pushes the button. If the pointer lands in the thin green region, the player wins a teddy. If it lands in the red region, the player gets nothing.

Alice entered the game and, by sheer luck, pushed the spinner at the right time. The pointer landed in the winning region and she won a teddy. Bob entered the game and pushed the button at the wrong time. The pointer landed in the red region and he didn’t win a teddy.

At the end of the day, the parents notice that Bob didn’t win a teddy, so they bought him one.

So Alice and Bob both entered the spinner game. Alice won and Bob lost, so Alice got a teddy but Bob did not. Now consider (21).
(21) Alice got a teddy because she entered the spinner game.

Intuitively, (21) is unacceptable. Bob is here as a foil to make salient the possibility that Alice enters the game but pushes the button at the wrong time, in which case she does not get a teddy from the spinner game.

Let us now check the following three conditions.

**Sufficiency:** Alice enter $\gg$ get teddy

Since Alice was guaranteed to get a teddy, anything whatsoever was sufficient for her to get a teddy. In particular, Alice entering the game was sufficient for her to get a teddy.

**Production:** Alice enter *produce* get teddy

The fact that Alice entered the game produced her to get a teddy. Without providing a formalization of the scenario, we can loosely say that Alice entering the game produced her to get a teddy because there is a chain from her entering the game to her getting a teddy from the game such that each condition on the chain counterfactually depends on a buffer of previous conditions on the chain.

**Sufficiency for production:** Alice enter $\gg$ (Alice enter *produce* get teddy)

Given the set up of the scenario, it was determined that Alice would get a teddy somehow, but it was not determined how she would get it. She could have hit the button at the wrong time and lost the spinner game (a possibility emphasized by the presence of Bob), in which case she would have gotten a teddy from her parents at the end of the day rather than from winning the game. In that case her entering the game would not have produced her to get a teddy; rather, her parents buying a teddy would have produced her to get one. In all, then, the fact that Alice entered the game was not sufficient for her entering the game to produce her to win a teddy.

Thus *sufficiency for production* but not *sufficiency and production*, correctly predicts (21) to be false.

To test this explanation of (21)’s unacceptability, let us consider a different cause, one that is sufficient for the cause to produce the effect, as in (22).

(22) Alice got a teddy because she won the spinner game (and Bob got a teddy because his parents bought him one).

(22) is intuitively true. We can account for this as follows. While Alice *entering* the game was not sufficient for her entering the game to produce her to get a teddy, *winning* the game was sufficient for her winning the game to produce her to get a teddy: *Alice win* $\gg$ *Alice win produce get teddy*. Once (21) is minimally altered to contain a cause that was sufficient for it to produce the effect, as in (22), the judgement changes. This further supports sufficiency for production.
Before moving on, let us pause to consider an alternative explanation of (21)’s falsity. One might suggest that (21) is false because even if Alice had not entered the spinner game, she would have gotten a teddy anyway (since her parents would get her a teddy if she didn’t already already one by the end of the day). In the Billy and Suzy case we already saw that because does not require effects to counterfactually depend on their causes. But one might think there are special reasons for this, peculiar to the Billy and Suzy case. However, (22) is also true even though the effect does not counterfactually depend on the cause: if Alice hadn’t won the spinner game, she would still have gotten a teddy. This suggests that the falsity of (21) is not due to the fact that if Alice had not entered the spinner game, she would have gotten a teddy anyway.

To summarise, the fact that (21) is false in the fairground scenario supports sufficiency and production: cause requires that the cause be sufficient for the cause itself to produce the effect.

2.5 Difference-making: the general pattern

Let us now return to the switches case from section 2.3. According to our analysis of production, the engineer pulling the lever was sufficient for it to produce the train to reach the station. We can show that pulling the lever produced the train to reach the station using a chain such as

The engineer pulls the lever at time $t$.
The track is set to the right at time $t'$...
The track is set to the right at time $t''$.
The train is in position $x$ at time $t'''$...
The train is in position $y$ at time $t''''$.
The train reaches the station at time $t'''''$.

And given the set up of the scenario, the engineer pulling the lever is sufficient for the existence of such a chain. So the engineer pulling the lever is sufficient for that to produce the train to reach the station.

So we need some other way to account for the unacceptability of (17), repeated below. The challenge is to do so without requiring the effect to counterfactually depend on the cause, since we still wish to predict that (18) are fine.

(17)  
a. The train reached the station because the engineer flipped the switch.
b. The engineer flipping the switch caused the train to reach the station.

(18)  
a. The bottle broke because Suzy threw her rock at it.
b. Suzy throwing her rock at the bottle caused it to break.

Sartorio (2005) has risen to this challenge. About the Switch case, she writes:
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One thing that catches the eye about Switch is that, just as the flip doesn’t make a difference to the [train reaching the station], the failure to flip wouldn’t have made a difference to the [train reaching the station] either. In other words, whether or not I flip the switch makes no difference to the train’s [arrival], it only helps to determine the route that the train takes [to the station]. This suggests that what might be missing in Switch is some kind of asymmetry between my flipping the switch and my failing to flip the switch.

(Sartorio 2005:74–75)

Sartorio distills this thought into the following principle.

**Sartorio’s Principle.** If C caused E, then, had C not occurred, the absence of C wouldn’t have caused E.

Sartorio’s principle represents, I believe, a major breakthrough in our understanding of causal dependence. For it provides a principled way to distinguish preemption cases (such as the Billy and Suzy case) from switching cases. Let’s first see what the principle says about the Billy and Suzy case. Suzy throwing her rock caused the bottle to break. What if Suzy hadn’t thrown? In that case, it is clear that Billy throwing his rock would have caused the bottle to break. What about Suzy not throwing? Imagine if Suzy had not thrown (in that case Billy’s rock would have hit the bottle and it would have broken anyway). Consider (23) in this context.

(23)  
   a. Suzy not throwing her rock caused the bottle to break.  
   b. The bottle broke because Suzy did not throw her rock.

These are intuitively false. This is exactly what we need for (18) to satisfy Sartorio’s Principle. Sartorio’s Principle is therefore compatible with the truth of (18), as desired.

In contrast, imagine for the sake of argument that the engineer flipping the switch did cause the train to reach the station. As Sartorio (2005:75) points out, both flipping the switch and not flipping the switch make the same difference with respect to the train reaching the station (determining what route it took). So if the flipping the switch caused the train to reach the station, then for the same reasons, if the engineer had not flipped the switch, that would have also caused the train to reach the station. But this violates Sartorio’s Principle, so the principle correctly predicts that the engineer flipping the switch did not cause the train to reach the station.

According to Sartorio, then, causation requires a particular kind of asymmetry, which the principle makes precise. The key difference between the switch and Suzy’s throw is that the former exhibits a symmetry which the latter lacks. In this way, Sartorio’s Principle helps rule out trivial changes to the effect from counting as causes, such as the engineer pulling the lever.
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A nice feature of Sartorio’s Principle is that it is automatically satisfied when the effect counterfactually depends on the cause (Sartorio 2005:78). This holds since causation is factive – for something to cause an effect, the effect must occur. Now suppose that the effect counterfactually depends on the cause: if the cause hadn’t been true, the effect wouldn’t have either. In that case, nothing would have caused the effect (since causation is factive). In particular, the absence of the cause wouldn’t have caused the effect, so Sartorio’s Principle is met. Thus Sartorio’s Principle, as an analysis of the difference-making idea, predicts that one way for a cause to make a difference to an effect is for the effect to counterfactually depend on the cause. Crucially, however, counterfactual dependence is not the only way to make a difference, as preemption cases show.

There is one small technical point to address before we continue. While Sartorio formulates her difference-making condition in terms of a would-conditional, here we will formalise it in terms of sufficiency. In section 3.2.2 we show that would-conditionals and sufficiency have a different modal force: A is sufficient for C just in case every A-world in the relevant domain is a C-world, while if A, would C is true just in case the unique selected A-world in that domain is a C-world. Nonetheless, we propose in section 3.2.3 that a would-conditional is assertable only if its truth does not depend on which world we happen to select. The upshot is that if A, would C is assertable just in case A is sufficient for C. Sartorio clearly takes her principle to be assertable, so the appropriate formalisation of her principle is the following, where ⇒ denotes entailment and ≫ sufficiency.

Sartorio’s Principle (formalised). $C \text{ cause } E \Rightarrow \neg C \gg \neg(\neg C \text{ cause } E)$

2.5.1 The Perfection Principle

As Sartorio makes clear, her principle “is not an analysis of causation. It sets a constraint on the concept of cause, and thus it helps to carve up the concept, while at the same time leaving some room for different ways of pinning it down” (Sartorio 2005:71). The compatibility of Sartorio’s principle with diverse analyses of causation is one of its greatest strengths. But to truly take advantage of this generality, we would like to be able to take any given analysis of causation and add Sartorio’s principle to it – to treat Sartorio’s principle as a separate module. This would allow any analysis whatsoever to inherit the central benefit of Sartorio’s Principle: its correct predictions in switch cases.

To turn Sartorio’s principle into such an add-on module, we need to express the principle as a necessary condition of cause. That is, we need to find a formula $\varphi$ such that Sartorio’s principle holds just in case $C \text{ cause } E$ entails $\varphi(C, E)$ for any sentences $C$ and $E$. For if we had such a formula, it would give us an automatic procedure to take any preliminary analysis of the meaning of cause

---

12The term ‘modal force’ comes from Kratzer’s analysis of modality (see Kratzer 1981b:45).
– call it proto-cause – that lacks a principled account of the difference between preemption and switch cases, and turn into an analysis that has one. We can do this by proposing:

\[ C \text{ cause } E \quad \Leftrightarrow \quad C \text{ proto-cause } E \land \varphi(C, E). \]

Such an entry for cause will automatically satisfy Sartorio’s principle, since then \( C \text{ cause } E \) entails \( \varphi(C, E) \), and by assumption, if \( C \text{ cause } E \) entails \( \varphi(C, E) \), Sartorio’s principle holds. And given that Sartorio’s principle implies that \( C \text{ cause } E \) entails \( \varphi(C, E) \), adding \( \varphi(C, E) \) as a conjunct will also not add any further entailments to our account of the meaning of cause beyond what Sartorio’s Principle already implies.

There is, however, a problem. Sartorio’s principle does not have the right form to tell us what this mystery formula \( \varphi \) is. The problem is its non-recursive nature: the principle contains cause in both the antecedent and consequent. In essence Sartorio’s Principle is an inequality of the form \( c \geq f(c) \), where \( c \) denotes \( C \text{ cause } E \), \( \geq \) represents logical strength and \( f \) takes a sentence of the form \( C \text{ caused } E \) and returns \( \neg C \gg \neg(\neg C \text{ cause } E) \). To turn this into our desired necessary condition, we would like to express this inequality with all the \( c \)'s on the left hand side: \( c \geq \varphi \). Given an inequality in arithmetic, say, \( x \geq 3x - x^2 \), in school we learn how to put the \( x \)'s all on one side, in this case returning \( x \geq 2 \) (given that \( x \) is greater than 0). Unfortunately the same tricks will not work here. While the operations of arithmetic have inverses (addition/subtraction, multiplication/division), logical operations in general do not.\(^{13}\)

Unfortunately, then, there is no automatic procedure to turn Sartorio’s principle into a necessary condition on cause. However, such a formula \( \varphi \) does in fact exist; indeed, it turns out to have a simple, familiar form. To see this, let us introduce some notation. For any sentences \( A, B \) and \( C \), let \( A[C/B] \) be the result of replacing every occurrence of \( B \) in \( A \) with \( C \). For example, \( ((p \lor q) \land \neg q)[r/q] = (p \lor r) \land \neg r \). Let \( X \) be any sentence whatsoever, and take

\[ \varphi(C, E) \quad = \quad (C \gg X) \land \neg(C \gg X)[\neg C/C] \]

That is, \( \varphi \) says that the cause is sufficient for some formula \( X \), but this no longer holds when we negate the cause. The principle that \( C \text{ cause } E \) entails some \( \varphi \) of this shape we will call the Perfection Principle.

The Perfection Principle. For any sentences \( C \) and \( E \), there is a sentence \( X \) such that \( C \text{ cause } E \) entails \( C \gg X \) and \( \neg(C \gg X)[\neg C/C] \).

We call this the ‘Perfection Principle’ due to its similarity with an inference pattern known as conditional perfection. Geis and Zwicky (1971) observe that an utterance of if \( A, B \) “invites the inference” of if \( \neg A, \neg B \). For example,

\(^{13}\) Though there is a rich literature on the topic of logical subtraction, such as Peirce (1867), Jaeger (1973, 1976), Hudson (1975), Fuhrmann (1996, 1999), Humberstone (1981, 2011), Yablo (2014), and Hoek (2018).


2.5. **Difference-making: the general pattern**

(24) If you mow the lawn I’ll give you five dollars.

What if you don’t mow the lawn? Will you get five dollars? An utterance of (24) intuitively suggests that you won’t.\(^{14}\) This inference is not part of the literal meaning of the conditional. For instance, in many contexts it is defeasible.\(^ {15}\)

(25) If you mow the lawn I’ll give you five dollars. Also if you clean your room I’ll give you five dollars.

\[\neg \] If you don’t mow the lawn I won’t give you five dollars.

We see the same pattern with *would*-conditionals. For example,

(26) If Andrew were here, Barbara would be happy.

\[\sim \] Barbara is not happy.

This inference is predicted given conditional perfection, for then (26) implies that if Andrew were not here, Barbara would not be happy. This, together with the inference that Andrew is in fact not here, implies that Barbara is not happy.\(^ {16}\)

Geis and Zwicky write that conditional perfection is the inference if \(\neg A, \neg B\). Following Stalnaker (1968), Mandelkern (2018), Cariani and Santorio (2018) and others, we argue in section 3.2.2 that *will* and *would* select a single world at which to evaluate the consequent. This renders if \(\neg A, \neg B\) equivalent to \(\neg (if \neg A, B)\) for *will* and *would* conditionals. Assuming that \(A\) is not a subsentence of \(B\), then we can express conditional perfection with *will/would*-conditionals as the inference from \(if A, B\) to \(\neg (if A, B)[\neg A/A]\), which fits the pattern of the Perfection Principle.

Now for our main result of this section. Under plausible assumptions about \(\gg\), Sartorio’s Principle is equivalent to the Perfection Principle. Those assumptions are given in (27), where \(A \leftrightarrow C\) abbreviates \(\neg (A \gg \neg C)\).

(27) \(\begin{aligned}
\text{a. Nonempty domains. } A &\gg C \text{ entails } A \leftrightarrow C. \\
\text{b. Stability. } C \text{ cause } E \text{ entails } C \gg (C \text{ cause } E). \\
\text{c. Idempotence. } A \leftrightarrow C \text{ entails } A \gg (A \leftrightarrow C). \\
\text{d. Right weakening. } \text{If } C \text{ entails } C' \text{ then } A \gg C \text{ entails } A \gg C'. \\
\text{e. If } C \text{ cause } E \text{ is true, then } C \text{ is not a subsentence of } E.
\end{aligned}\)

(27a) says that the set of worlds we consider when we evaluate sufficiency is nonempty: if every relevant \(A\)-world is a \(C\)-world, some relevant \(A\)-world is a \(C\)-

\(^{14}\)For an overview of the pragmatic principles that may underlie conditional perfection, see von Fintel (2001a). Nadathur and Lauer (2020:§4.2) propose that an inference analogous to conditional perfection can also occur with causal words such as *make*.

\(^{15}\)For a discussion of cases where conditional perfection is indefeasible, see Van Canegem-Ardijns (2010).

\(^{16}\)For discussion of the inference from a *would*-conditional to the falsity of the antecedent, see Ippolito (2003), Starr (2014), and Leahy (2011, 2018). For discussion of the inference that the consequent is false, see Karttunen (1971) and Ross (2020).
world. This is a standard assumption to make – common to all quantificational elements (Cooper 1983, von Fintel 1994, Beaver 1995, Ippolito 2006). (27b) is a stability principle. It says that if \( C \) caused \( E \), then \( C \) was sufficient for it to cause \( E \). (27c) says that conditional restriction is idempotent: if we restrict to the relevant \( A \)-worlds, we find a \( C \)-world, then restricting to the relevant \( A \)-worlds, and then restricting to the \( A \)-worlds again, we still find a \( C \)-world. Lastly, (27d) says that sufficiency satisfies right-weakening. (27b)–(27d) are satisfied by our analysis of sufficiency and the semantics of cause we will ultimately propose.

These assumptions are also plausible for other constructions besides sufficiency. For example, if we replace \( \Rightarrow \) with a \textit{would}-conditional (\( > \)), then stability follows from conjunctive sufficiency – the inference from \( A^C \) to \( A > C \) – together with the factivity of cause. By factivity, \( C \) cause \( E \) entails \( (C \text{ cause } E) \), which by conjunctive sufficiency entails \( C > (C \text{ cause } E) \).

2.5.1. Theorem. Sartorio’s Principle is equivalent to the Perfection Principle, given the assumptions in (27).

Proof. (\( \Rightarrow \)) Suppose Sartorio’s Principle. Pick any sentences \( C \) and \( E \) and take \( X = (C \text{ cause } E) \). Then by Stability, \( C \text{ cause } E \) entails \( C > (C \text{ cause } E) \), which is \( C > X \). We also have the following chain of implications.

\[
\begin{align*}
C \text{ cause } E \\
\neg C > \neg (\neg C \text{ cause } E) & \quad \text{(Sartorio’s Principle)} \\
\neg (\neg C > (\neg C \text{ cause } E)) & \quad \text{(Nonempty domains)} \\
\neg (C > (C \text{ cause } E))[-C/C] & \quad \text{(C does not appear in } E) \\
\neg (C > X)[-C/C] & \quad (X = C \text{ cause } E)
\end{align*}
\]

Hence \( C \text{ cause } E \) entails \( C > X \) and \( (C > X)[-C/C] \).

(\( \Leftarrow \)) Suppose the Perfection Principle. So \( \neg C \text{ cause } E \) entails \( (C > X)[-C/C] \). Then by contraposition we have \( (\dagger) \): \( (C > X)[-C/C] \) entails \( \neg (\neg C \text{ cause } E) \). Observe the following chain of implications.

\[
\begin{align*}
C \text{ cause } E \\
\neg (C > X)[-C/C] & \quad \text{(Perfection Principle)} \\
\neg (\neg C > X[-C/C]) & \quad \text{(Definition of } [-C/C] \text{)} \\
\neg C \iff \neg X[-C/C] & \quad \text{(Definition of } \iff \text{)} \\
\neg C > (\neg C \iff \neg X[-C/C]) & \quad \text{(Idempotence)} \\
\neg C > (\neg C > X[-C/C]) & \quad \text{(Definition of } \iff \text{)} \\
\neg C > (\neg C > X)[-C/C] & \quad \text{(Definition of } [-C/C] \text{)} \\
\neg C > (\neg C \text{ cause } E) & \quad (\dagger \text{ and right weakening})
\end{align*}
\]

Hence \( C \text{ cause } E \) entails \( \neg C > \neg (\neg C \text{ cause } E) \), which is Sartorio’s Principle. □
2.5.2 The ubiquity of the Perfection Principle

When we examine the literature on causation, we see Perfection Principle show up time and time again. A number of proposals exhibit the asymmetry between the cause and its absence that the principle demands. Here are some examples.

- Lewis (1973a:536) proposes that an event \(e\) causally depends on an event \(c\) just in case the following two counterfactuals are true: if \(c\) had occurred, \(e\) would have occurred, and if \(c\) had not occurred, \(e\) would not have occurred; in symbols, \(\Box O(c) \rightarrow O(e)\) and \(\neg O(c) \rightarrow \neg O(e)\). Assuming that the cause not occurring is a counterfactual possibility, this implies \(\neg (\neg O(c) \rightarrow O(e))\), which gives the asymmetry required by the Perfection Principle.

- Wright (1985, 2011) proposes the NESS (Necessary Element of a Sufficient Set) test for causation, according to which something is a cause just in case there is a set of conditions that are jointly sufficient for the effect, but are not sufficient when the cause is removed from the set.

- Mackie’s INUS condition states that a cause is “an insufficient but non-redundant part of a condition which is itself unnecessary but sufficient for the result” (Mackie 1974:64), which implies that some condition \(B \cup \{C\}\) is sufficient for \(E\) but \(B\) is not. Assuming that Mackie’s notion of sufficiency expresses universal quantification over some set of possibilities, to say that \(B\) is not sufficient for \(E\) is to say that \(E\) is false at some relevant \(B\)-possibility. Given that \(B \cup \{C\}\) is sufficient for \(E\), this possibility must be a \(\neg C\)-possibility, so Mackie’s INUS condition implies that \(B \cup \{C\}\) is sufficient for \(E\) but \(B \cup \{\neg C\}\) is not – as the Perfection Principle requires.

- More recently, Beckers (2016) use a notion of production, arguing that the semantics of is a cause of involves comparing the presence and absence of the cause with respect to producing the effect. According to Beckers, \(C\) is an cause of \(E\) just in case, informally put, \(C\) produced \(E\), and after intervening to make \(\neg C\) true, \(\neg C\) would not have also produced \(E\); in symbols \(C\) {	ext{produce} \ E} \land [\neg C = 1](\neg C\) {	ext{produce} \ E). Given the modelling framework Beckers uses (structural causal models), this is equivalent to \([C = 1](C\) {	ext{produce} \ E}\) \land [\neg C = 1](\neg C\) {	ext{produce} \ E), which fits the shape required by the Perfection Principle.

Despite the many differences between these accounts, the Perfection Principle emerges as a common thread throughout the history of work on causation.

2.5.3 On the pragmatic origins of the Perfection Principle

In light of the parallels between conditional perfection and the Perfection Principle, it is natural to wonder whether the Perfection Principle could have pragmatic origins. In their paper on conditional perfection, Geis and Zwicky write,
Certainly, it seems to be the case that an inference can, historically, become part of semantic representation in the strict sense; thus, the development of the English conjunction *since* from a purely temporal word to a marker of causation can be interpreted as a change from a principle of invited inference associated with *since* (by virtue of its temporal meaning) to a piece of the semantic content of *since*.

(Geis and Zwicky 1971:565–566)

To illustrate Geis and Zwicky’s observation, consider:

(28) Maher has been out of town since Sue told him that she loves him.

This is ambiguous between a temporal and causal reading of *since*. Maher might love Sue too but simply be away on a work trip (temporal *since*), in which case if Sue hadn’t confessed her feelings he would be out of town anyway. Or he might be out of town because Sue told him that she loves him (causal *since*).

Similarly, the word *then* has a temporal meaning (*Tamara yawned then Omri yawned*). But Iatridou (1993, 2021) observes that *then* in conditionals takes on a further meaning. She offers the following examples, which are unacceptable with *then* but fine without it.

(29) a. If I may be frank (*then*) you are not looking good today.
    b. If John is dead or alive (*then*) Bill will find him.
    c. If he were the last man on earth (*then*) she wouldn’t marry him.
    d. Even if you give me a million dollars (*then*) I will not sell you my piano.

Where \( O(p)(q) \) denotes the conditional construction, Iatridou (1993) proposes that *if p then q* asserts \( O(p)(q) \) and presupposes \( \neg O(\neg p)(q) \). (The similarity between Iatridou’s proposal and conditional perfection is unmistakable.) Iatridou’s proposal accounts for the fact that *then* is unacceptable in the sentences in (29), since they are incompatible with the existence of relevant \( \neg p \land \neg q \) cases. For example, (29b) would require a case in which John is neither dead nor alive.

We are starting to see a pattern. Natural language has a habit of taking a temporal/conditional meaning and adding its perfection to its semantic content. It is tempting to think that something similar might have happened to *cause* and *because*. Of course, this is just a suggestive remark – detailed diachronic investigations would be needed to test this claim. But the pattern is striking.

### 2.5.4 Adding the Perfection Principle

Theorem 2.5.1 gives us a straightforward way for our account to satisfy Sartorio’s Principle, and thereby inherit its account of the switches case. We have already seen that *cause* and *because* entail that the cause is sufficient to produce the effect:
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$C \gg (C \text{ produce } E)$. Looking at the Perfection Principle, we can simply take $X$ to be $C \text{ produce } E$. To satisfy Sartorio’s Principle we only have to add that $C \gg (C \text{ produce } E)$ does not hold when we replace the cause with its negation: $\neg(\neg C \gg (\neg C \text{ produce } E))$. The absence of the cause is not sufficient for it to produce the effect.\(^{17}\)

Adding this condition to sufficiency for production gives us the following formula, which we propose is the semantics of cause and because. For any sentences $C$ and $E$, $C \text{ cause } E$ and $E \text{ because } C$ are true just in case the following is true.

\[
C \land C \gg (C \text{ produce } E) \land \neg(\neg C \gg (\neg C \text{ produce } E))
\]

A glance at this semantics reveals that it has the right shape to satisfy the Perfection Principle, and so by Theorem 2.5.1 satisfies Sartorio’s principle. It therefore automatically inherits Sartorio’s account of the switches case. Nonetheless, it can be instructive to show this directly. On our analysis of production, if the engineer hadn’t pulled the lever, that would have also produced the train to reach the station. We can show this via the chain:

- The engineer does not pull the lever at time $t$.
- The track is set to the left at time $t'$...
- The track is set to the left at time $t''$.
- The train is moving at position $x'$ at time $t'''$...
- The train is moving at position $y'$ at time $t'''$.
- The train reaches the station at time $t''''$.

And given the set up the scenario (if the engineer hadn’t pulled the lever, the train was guaranteed to take the left track), not pulling the lever is sufficient for there to exist a chain of the kind of above. So not pulling the lever is sufficient for that to produce the train to reach the station: $\neg C \gg (\neg C \text{ produce } E)$. Our semantics therefore correctly predicts (17) to be false.

At the same time, we preserve our account of the Billy and Suzy case. Suzy not throwing her rock is not sufficient to produce the bottle to break. This is intuitively plausible: if we imagine Suzy not throwing her rock, we do not find any chain of dependence from Suzy not throwing to the bottle breaking (whereas in the switches case we do find a chain of dependence from the engineer not pulling the lever to the train reaching the station). One reason for this is that, since Billy threw after Suzy, we may consider it possible that if Suzy had not thrown, Billy might not have thrown at all, or might have thrown inaccurately, in which case the bottle might not have broken.\(^{18}\) Thus Suzy not throwing is not sufficient

---

\(^{17}\)This is exactly the condition Beckers (2016:93) proposes to account for the switching case. Beckers formulates his account in terms of structural causal models, representing the conditional construction in terms of interventions, and proposes if $C$ is an actual cause of $E$, then under an intervention $\neg C$, $\neg C$ would not have produced $E$.

\(^{18}\)Beckers (2016:86) makes this point for a slight variant of the Billy and Suzy case.
for the bottle to break. It follows that Suzy not throwing is not sufficient for
that to produce the bottle to break. Since Suzy actually threw the rock and that
was sufficient to produce the bottle to break, our semantics of cause and because
predicts (18) to be true.19

This raises the question whether cause and because require that, if the cause
had not occurred, the effect might not have occurred. Unlike many other pro-
posals, the present account does not require this.20 It is possible for $C$ cause $E$
and $E$ because $C$ to be true even when $E$’s truth was inevitable, in the sense that
in every nomically possible world where $C$ becomes true, $E$ eventually becomes
true too. Consider, for example:

(30) a. Socrates drinking poison caused him to die.
b. Socrates died because he drank poison.

These are straightforwardly true. Given the inevitability of death, this appears
to be a problem for approaches that appeal to some possibility where, if the
cause had not occurred, the effect would not have occurred. There have been
many responses to this problem on behalf of such approaches; for example, that
the relata of causal claims are fine-grained events, or that we restrict attention
to a salient period of time after the cause occurred. Section 5.6 discusses these
responses in detail and gives a number of arguments against them.

In contrast, the present approach accounts for the truth of (30) right out of
the box, without special assumptions. We do not require that if Socrates hadn’t
drank poison, he might not have died. Instead, we merely require that if Socrates
hadn’t drank poison, him not drinking poison might not have produced him to
die. On our analysis of production, this means that it is possible for there to
be no chain of counterfactual dependence from him not drinking poison at some
time to being dead at some time. While it is hard to give a general proof of this
claim (and we will not do so here), we can consider some plausible chains and see
how they fail. Here are three attempts.

<table>
<thead>
<tr>
<th>S isn’t drinking poison at $t$</th>
<th>S isn’t drinking poison at $t$</th>
<th>S isn’t drinking poison at $t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S is alive at $t'$ ...</td>
<td>S’s body is in condition $x$ at $t'$ ...</td>
<td>The world is in state $x$ at $t'$</td>
</tr>
<tr>
<td>S is alive at $t''$</td>
<td>S’s body is in condition $y$ at $t''$</td>
<td>The world is in state $y$ at $t'$</td>
</tr>
<tr>
<td>S is dead at $t'''$</td>
<td>Socrates is dead at $t'''$</td>
<td>S is dead at $t'''$</td>
</tr>
</tbody>
</table>

Each fails to be a chain of counterfactual dependence. For the first, Socrates

19This follows from factivity of production and right weakening of $\Rightarrow$. By factivity,
$\neg C$ produce $E$ entails $E$. So $\neg E$ entails $\neg(\neg C$ produce $E$). Then by right weaken-
ing, $\neg C \Rightarrow \neg E$ entails $\neg C \Rightarrow \neg(\neg C$ produce $E$), i.e. $\neg(\neg C \Rightarrow E)$ entails $\neg(\neg C \Rightarrow
(\neg C$ produce $E$)). That is, if $\neg C$ is not sufficient for $E$ then $\neg C$ is not sufficient for it to
produce $E$. For further discussion of the semantics of $\Rightarrow$ see section 4.1.2.

20Proposals that appeal to a possibility where the effect does not occur include Lewis (1973a),
Yablo (2004), Halpern and Pearl (2005), Weslake (2015), Halpern (2016), Beckers and Ven-
nekens (2018), Beckers (2021a), and Andreas and Günther (2020, 2021).
not being alive at $t''$ is not sufficient for him to not be dead at $t'''$. Similarly, Socrates’s body not being in condition $y$ at $t''$ is not sufficient for him to be dead at $t'''$. This is because sufficiency requires, loosely speaking, for us to consider all the ways for Socrates’ body to not be in condition $y$. Presumably, for some of these ways, Socrates would still have died at $t'''$. The third chain does not count as a chain of counterfactual dependence for the same reason. There are many ways for the world to not be in the particular state it is in at $t'$. For some of these, Socrates would still have died at $t'''$.

In contrast, Socrates drinking poison is sufficient to produce him to die. That is, drinking poison is sufficient for there to be a chain of counterfactual dependence from him drinking poison to being dead; such as the following (apologies for the morbid detail).

1. Socrates is drinking poison at $t$
2. The poison is travelling through Socrates’ body at $t'$ ...
3. Socrates stops breathing at $t''$ ...
4. Socrates is dead at $t'''$

So Socrates drank poison, him drinking poison was sufficient to produce him to die, but not drinking poison was not. Our semantics therefore correctly (30) to be true, as desired.

### 2.6 Cause = difference-making + sufficiency + production

In this brief section I would like to pause to appreciate that the semantics of cause and because we propose has an especially simple structure. We can express our proposal using three relations between sentences: sufficiency, production and difference-making. We formalise sufficiency in Chapter 3 and production in Chapter 5. In light of the Perfection Principle, let us formalise the difference-making relation as follows.

$A$ makes a difference to $B$ just in case $A \land B \land \neg B[\neg A/A]$ is true.

This is a factive notion of difference-making: for $A$ to make a difference to $B$, they must both be true. Difference-making adds that when we replace $A$ with its negation in $B$, the result is no longer true. This is a very simple, syntactic implementation of the difference-making idea, one that will allow us to express our semantics of cause and because economically.

Given the three relations we have discussed – sufficiency, production and difference-making – we can combine into a single relation in a straightforward way. Consider the following way to construct new binary relations between sentences from old ones. For any relations $R$ and $S$ between sentences, let us define
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the relation \( R + S \) given by

\[
\varphi(R + S)\psi \quad \text{just in case} \quad \varphi R(\varphi S\psi)
\]

for any sentences \( \varphi \) and \( \psi \). That is, \( \varphi \) is \((R + S)\)-related to \( \psi \) just in case \( \varphi \) is \( R \)-related to the sentence that \( \varphi \) is \( S \)-related to \( \psi \). The \( + \) operation applies the relations in order while copying the left argument each time.\(^{21}\) This \( + \) operation may represent, for example, making a restriction to \( \varphi \)-worlds and then having every subsequent operation inherit that restriction.

With this operation, we can express our semantics of \textit{cause} very simply:

\[
\textit{cause} = \textit{difference-making} + \textit{sufficiency} + \textit{production}
\]

as shown by the following derivation.\(^{22}\)

\[
\begin{align*}
C \textit{cause} E &= C \textit{DM} + \supseteq + \textit{produce} E \\
&= C \textit{DM} (C \supseteq + \textit{produce} E) \\
&= C \textit{DM} ((C \supseteq (C \textit{produce} E)) \\
&= C \land C \supseteq (C \textit{produce} E) \land (C \supseteq (C \textit{produce} E)[¬C/C]) \\
&= C \land C \supseteq (C \textit{produce} E) \land (¬C \supseteq (¬C \textit{produce} E)
\end{align*}
\]

In a sentence, \textit{cause} means difference-making sufficiency for production.

Here is yet another way to express our semantics. First, compare:

(32) a. Alice wants Bill to sing.
     b. Alice wants to sing.

To treat these two constructions in a uniform way, among other reasons, syntac-
ticians often assume the existence of a silent determiner phrase, called PRO (see Sportiche, Koopman, and Stabler 2013:240ff.), as in (33).

(33) Alice\(_i\) wants PRO\(_i\) to sing.

This can be paraphrased as \textit{Alice wants Alice to sing}.\(^{23}\) Similarly, we can express our semantics of \textit{cause} as:

\(^{21}\)This operation turns out to have a familiar mathematical structure: for any set of sentences \( L \) closed under \( + \), \((L, +, 0)\) is a monoid, with the identity element given by \( \varphi 0 \psi = \psi \). This follows since \( + \) is associative: \( R + (S + T) = (R + S) + T \) for any relations \( R, S, T \).

\(^{22}\)Here we have unpacked \( DM + \supseteq + \textit{produce} \) as \( DM + (\supseteq + \textit{produce}) \), though since \( + \) is associative, this is equivalent to unpacking it via \((DM + \supseteq) + \textit{produce}\).

\(^{23}\)Indeed, we can add PROs indefinitely, as shown in (i).

(i) Alice decided to try to visit to museum to ask to see the manuscript.

whose meaning can be paraphrased as: Alice decided that Alice should try to have Alice visit the museum so that Alice can ask for Alice to see the manuscript.
(34) \( C \) makes a difference to being sufficient to produce \( E \).

since this is interpreted as

(35) \( a. \) \( C_i \) makes a difference to \( \text{PRO}_i \) being sufficient to \( \text{PRO}_i \) produce \( E \).
\( b. \) \( C \) makes a difference to \( C \) being sufficient to \( C \) produce \( E \).

2.7 The modal force of difference-making

We have seen evidence that \textit{cause} and \textit{because} (i) entail that the cause is sufficient to produce the effect and (ii) satisfy the Perfection Principle. Our proposed semantics takes the most direct route available to satisfy both: we simply add that the cause’s negation is not sufficient to produce the effect. Given that sufficiency is a universal claim, negating it results in an existential claim: in some relevant world where the cause does not occur, its absence does not produce the effect.\(^{24}\)

Though looking again at the Perfection Principle, we see that there are in fact many routes to it. For instance, we could instead propose that \textit{cause} and \textit{because} entail that the cause’s negation \textit{is} sufficient to \textit{not} produce the effect; that is, in every relevant where the cause does not occur, its absence does not produce the effect. We can express the difference in terms of the scope of negation.

(36) \( C \) cause \( E \) and \( E \) because \( C \) entail ...
\( a. \) Existential difference-making: \( \neg (C \gg \neg (C \text{ produce } E)) \)
\( b. \) Universal difference-making: \( C \gg \neg (\neg (C \text{ produce } E)) \)

Assuming that there is some relevant world where the cause does not occur, the universal condition implies the existential condition we propose. To satisfy the Perfection Principle, the universal condition is gratuitous. But could it be right?

Consider the following sentences, discussed by McHugh (2020), found in newspapers and websites.\(^{25}\)

(37) \( a. \) Reyna was born at Royal Bolton Hospital but received a Danish passport because her mother was born in Copenhagen.
\( b. \) He has an American passport because he was born in Boston.
\( c. \) I think I was laid off because I’m 56 years old.
\( d. \) Naama Issachar ... could spend up to seven-and-a-half years in a Russian prison because 9.5 grams of cannabis were found in her possession during a routine security check.

\(^{24}\)For a formalisation of what it means to be a world to be ‘relevant’ in this sense, see our analysis of sufficiency in section 3.6.
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e. A 90-day study in 8 adults found that supplementing a standard diet with 1.3 cups (100 grams) of fresh coconut daily caused significant weight loss.

Consider (37a). If Reyna’s mother hadn’t been born in Copenhagen, there are intuitively many places where she could have been born instead – some inside Denmark (Elsinore, Køge, ...), others outside. In some of these cases Reyna would still have received a Danish passport, in others not. In other words, the following *would*-conditional is unacceptable.

\[(37a)\text{ If Reyna’s mother hadn’t been born in Copenhagen, Reyna wouldn’t have received a Danish passport.}\]

In contrast, the *because* claim in (37a) sounds fine.

Our existential difference-making condition correctly predicts this. It is enough to observe that, if Reyna’s mother had instead been born outside Copenhagen, among the possibilities is one where she is born outside Denmark and Reyna does not receive a Danish passport: \(\neg C\) is not sufficient for \(E\), so (by factivity of production and right weakening) \(\neg C\) is not sufficient for \(\neg C\) produce \(E\). The existential difference-making condition is satisfied.

However, the universal difference-making condition, \(\neg C \supseteq \neg (\neg C \text{ produce } E)\) incorrectly predicts (37a) to be false. This is because, if Reyna’s mother hadn’t been born in Copenhagen, among the possibilities we consider is one where she is still born in Denmark; say, in Aarhus. In that case our analysis of production predicts that Reyna not being born in Denmark produces Reyna to get a Danish passport: there is a chain of dependence from Reyna not being born in Copenhagen to receiving a Danish passport. (Without going into too many details about production here, this is because in a world where her mother is born in Aarhus, “Reyna’s mother was not born in Denmark” and “Reyna’s mother was born in Aarhus” are about the same state.)

The fact that (37) are acceptable is evidence that *cause* and *because* allow the cause to be stronger than strictly required for the claim to be true. Is there any limit on how strong the cause can be? Consider the following naturally-occurring examples (also discussed by McHugh 2020).^{26}

\[(39)\text{ a. Computers do an awful lot of deliberation, and yet their every decision is wholly caused by the state of the universe plus the laws of nature. }\]

\[(39)\text{ b. If anything is happening at this moment in time, it is completely dependent on, or caused by, the state of the universe, as the most complete description, at the previous moment.}\]

^{26}Sources: (39a) CommonsenseAtheism.com; (39b) CausalConsciousness.com; (39c) Edge.com.
2.7. The modal force of difference-making

c. If you keep asking “why” questions about what happens in the universe, you ultimately reach the answer “because of the state of the universe and the laws of nature.”

The status of these sentences is arguably more controversial than those in (37). Nonetheless, their authors clearly take them to be assertable. This suggests that a *cause* or *because* sentence can be assertable even when the cause is far stronger than required for the claim to be true.

One last datum before we move on. Figure 2.5, from the internet, illustrates the absurdity of a universal difference-making condition. Swissguy25’s response is an instance of *Post hoc ergo propter hoc* – inferring that since the man was paralysed after he ate 413 chicken nuggets, he must have been paralysed because he ate 413 chicken nuggets. Nonetheless, in this case that is a perfectly reasonable conclusion. But there is another fallacy at play: taking causation to have a universal difference-making condition. Consider what happens if we try to paraphrase this causal claim with a *would*-conditional.

(40) If he hadn’t eaten 413 chicken nuggets, he wouldn’t have been paralysed.

This seems to license swissguy25’s conclusion that 412 chicken nuggets is a safe portion size. Proposing a universal difference-making condition not only leads to the wrong predictions. It is also a public health hazard.

2.7.1 The implicatures of difference-making

One reason why a universal difference-making condition may seem plausible comes from cases of irrelevant causes. Suppose that Alice flicked a switch and Bob sneezed. The light turned on. Consider (41).\(^{27}\)

(41) a. Alice flicking the switch and Bob sneezing caused the light to turn on.
   b. The light turned on because Alice flicked the switch and Bob sneezed.

These are intuitively unacceptable. But if it were false that Alice flicked the

\(^{27}\)Similar examples can be found in discussions of whether causes must be proportional to their effects, such as the red/scarlet example from Yablo (1992). For discussions of proportionality see Bontly (2005), Shapiro and Sober (2012), Weslake (2013), and McDonnell (2017), among others. A closely related issue is whether causation is a contrastive relation (see Schaffer 2005, 2010). For a compelling account of the source of contrastivity in causal claims, see Rooth (1999) and Beaver and Clark (2008:63–66).
switch and Bob sneezed, there are many possibilities to consider. In some of these, Alice doesn’t flick the switch and the light stays off (for an analysis of how logically complex sentences raised hypothetical scenarios, see chapter 4). Also, Alice flicking the switch and Bob sneezing was sufficient to produce the light to turn on. So (41) are true according to the existential difference-making condition but false according to the universal difference-making condition. Is this not evidence in favour of the universal condition?

McHugh (2020) argues that (41) are unacceptable due to a false implicature. Notice that the causes in (41) have a different structure than those in (37) and (39): the causes in (41) take the form of a conjunction, while the causes in (37) and (39) do not. It is commonly agreed that implicatures are sensitive to which alternative utterances are available. Katzir (2007) and Fox and Katzir (2011) propose that for any sentence $S$, the sentences that result from deleting material from $S$ are alternatives to $S$, what Katzir calls its deletion alternatives. This makes intuitive sense. If someone makes an utterance, we would expect there to be a reason for uttering each part of it. Why waste your breath? Following this work, we propose that the sentences in (41) have the following alternatives, respectively.

(42) a. Alice flicking the switch caused the light to turn on.
   b. The light turned on because Alice flicked the switch.

A further assumption often made is that when hearers interpret a sentence $S$, they assume by default that every alternative to $S$ that $S$ does not entail is false (see e.g. van Rooij and Schulz 2007). The sentences in (41) do not entail their alternatives in (42). We therefore expect (41) to trigger the implicature that (42) are false. Given that these alternatives are in fact true, the implicature is false, which accounts for the unacceptability of (41).

An immediate prediction of this account is that, given a causal claim where the cause is stronger than required, its acceptability depends on which alternatives are available. This prediction appears to be borne out. Following the theory of alternative calculation from Fox and Katzir (2011), we can make Denmark an alternative by making it contextually salient and focusing Copenhagen, as in the following dialogue.

(43) A: I have a Danish passport because my father was born in Denmark. Why do you have one?
   B: Because my mother was born in COPENHAGEN.

As McHugh (2020:134) observes, B’s utterance suggests that Copenhagen is somehow special when it comes to receiving Danish passports; in other words, that it is not true that B has a Danish passport because their mother was born in Den-

---

28 For some recent discussion of this point see Van Tiel and Schaeken (2017), Repp and Spalek (2021), Bott and Frisson (2022), and Zhang et al. (2023).
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mark. Thus the difference between (37a), which is assertable, and (41), which are not, is a difference in the availability of alternatives. (37a) is assertable when *Denmark* is not an alternative to *Copenhagen*, but (41) is always unassertable because deletion alternatives are always active.

### 2.7.2 Only because

A popular idea is that there is a deep connection between implicatures and the meaning of *only* (van Rooij and Schulz 2004, Schulz and van Rooij 2006, Spector 2003, 2007, Fox 2007, Fox and Spector 2018). Implicatures can often be paraphrased with *only*. Consider:

(44) Reyna received a Danish passport only because her mother was born in Copenhagen.

This has a number of readings. This is expected, since it is well-known that *only* is alternative-sensitive (Rooth 1985). Different alternative sets give rise to different readings. We adopt the following standard entry of *only*, which incorporates alternative-sensitivity.29

(45) **Meaning of only.** For any sentence $S$ and set of sentences $Alt$, $only_{Alt} S$ asserts that for every $A \in Alt$, if $S$ does not entail $A$ then $A$ is false.

To illustrate with the classic example, compare:

(46) a. I only introduced BILL to Sue.
   b. I only introduced Bill to SUE.

In (46a), *only* negates alternatives of the form *I introduced x to Sue*, saying I didn’t introduce anyone but Bill to Sue, while in (46b) it negates alternatives of the form *I introduced Bill to x*, saying I didn’t introduce Bill to anyone but Sue.

To illustrate some of the readings of (44), suppose both of Reyna’s parents were born in Copenhagen, but in Reyna’s case the law only allows her mother, not her father, to pass on citizenship to her. In that case (44) may have a single alternative:

(47) Reyna received a Danish passport because her father was born in Copenhagen.

This alternative can be triggered by focus on *mother* in (44). Given this alternative, (44) implies that (47) is false. If the law only allows Reyna’s mother to pass on citizenship to her, (47) is indeed false, so on this reading (44) is fine.

Now, (44) has another reading on which it is intuitively false. On this reading, (44) implies that if Reyna’s mother hadn’t been born in Copenhagen, Reyna

---

29Our predictions in this section also follow on Fox’s (2007) entry for *only*. 
wouldn’t have received a Danish passport.

How does the present account of the meaning of *because* predict this reading? We propose that when *only because* has a counterfactual dependence reading, the alternatives are all other *because*-clauses; that is, the alternatives to *E only because C* are sentences of the form *E because D* where *D* is a sentence. This appears to be the most generic, hands-off choice of alternatives to assume.  

Then among the alternatives to (44), we have:

(48) Reyna received a Danish passport because her mother was born in Denmark.

The prejacent of *only* in (44), *Reyna received a Danish passport because her mother was born in Denmark*, does not entail this alternative. For example, there is a logically possible world where only those born in Copenhagen receive Danish passports. In that world (44) is true but (48) is false since it fails the sufficiency requirement of *because*. Thus *only* negates it. But (48) is actually true. (44) entails something false, which accounts for its unacceptability.

We still have to derive the counterfactual dependence inference, that if Reyna’s mother hadn’t been born in Copenhagen, Reyna wouldn’t have received a Danish passport. Given our assumption about the set of alternatives, for any sentence *B*, *E because (C ∨ B)* is an alternative to *E only because C*. Now let *X* be any place in Denmark, and consider the sentence, which we abbreviate as *E because (C ∨ X)*.

(49) Reyna received a Danish passport because her mother was born in Copenhagen or *X*. If *X* is included in Copenhagen, then *E because C* entails *E only because (C ∨ X)*, so *E only because C* does not assert ¬(*E because (C ∨ X)*). But for any *X* not included in Copenhagen, *E because C* does not entail *E because (C ∨ X)*. (This is for the same reason as above: there is a logically possible world where only those with parents born in Copenhagen receive Danish passports.) So *E only because C* asserts ¬(*E because (C ∨ X)*). On our semantics of *because* this means

\[
\neg(C \lor X) \\
\lor \neg((C \lor X) \implies ((C \lor X) \text{ produce } E)) \\
\lor \left((\neg(C \lor X) \implies \neg((C \lor X) \text{ produce } E))\right)
\]

The first disjunct is false: Reyna’s mother was born in Copenhagen, and so born in Copenhagen or *X*. The third disjunct is also false. It says that her mother being born outside Copenhagen and *X* is sufficient to produce Reyna to

---

30There is independent evidence for this choice of alternatives from other environments. For example, von Fintel (1997:28, taking up an idea by Roger Schwarzchild) and Vostrikova (2018) suggest that *only if* has as alternatives the set of all *if*-clauses.
receive a Danish passport. If she had born outside Copenhagen and \( X \), there are possibilities in which she is born outside Denmark altogether, in which case Reyna does not receive a Danish passport, and so nothing produces Reyna to receive a Danish passport.

That leaves the second disjunct. It says that if Reyna’s mother had born in Copenhagen or \( X \), there is a possibility in which this did not produce Reyna to receive a Danish passport. Plausibly, we may assume that this is not a preemption case: there is no backup which would produce Reyna to get a Danish passport apart from through her mother. Thus if Reyna received a Danish passport, her mother being born where she was produced her to receive one:

\[
(C \lor X) \gg E \quad \text{implies} \quad (C \lor X) \gg ((C \land X) \text{produce } E).
\]

Then by contraposition,

\[
\neg((C \lor X) \gg (C \lor X) \text{produce } E) \quad \text{implies} \quad \neg((C \lor X) \gg E).
\]

So Reyna’s mother being born in Copenhagen or \( X \) is not sufficient for her to receive a Danish passport. This argument holds for every place \( X \) outside Copenhagen. \( E \text{ only because } C \) also implies \( E \text{ because } C \).\(^{31}\) So every relevant \( C \)-case is an \( E \)-case, but for every \( X \) not implied by \( C \), some relevant \((C \lor X)\)-case is not an \( E \)-case. This implies that every relevant \( \neg C \)-case is a \( \neg E \)-case. We therefore predict the counterfactual dependence inference.

While we have focused on a specific case, the reasoning above applies broadly. Assuming we are not in a preemption case, \( E \text{ only because } C \) asserts, in essence, that there are no backup causes. For any backup \( X \), \( C \lor X \) is not sufficient for \( E \). This, together with the inference that \( C \) is sufficient for \( E \), implies that \( E \) counterfactually depends on \( C \).

### 2.7.3 Why counterfactual dependence is so compelling

I would like to end this chapter by considering one case in particular where the counterfactual dependence inference of \( C \text{ only because } E \) has played a major role. Imagine David Hume, sitting in his armchair and pondering causation. He imagines hitting a billiard ball. Hitting the ball caused it to move. Why is that true? He thinks to himself: \textit{well, if I hadn’t hit the ball, it wouldn’t have moved}. And so he formulates a hypothesis:

\[
(50) \quad \text{“Hitting the ball caused it to move” is true because if I hadn’t hit the ball, it wouldn’t have moved.}
\]

It is easy to take for granted that hitting the ball is sufficient for it to move (indeed, that hitting the ball is sufficient for that to produce it to move) – that is clear, it

\(^{31}\)There has been much discussion about the nature of this implication (see Ippolito 2008). Nonetheless, it seems intuitively clear in this case that (44) implies (37a).
goes without saying. Given this assumption, the whole *because* sentence in (50) is true. Indeed, our analysis of *because* predicts it to be true, since counterfactual dependence implies the difference-making condition we propose (given that the cause not occurring is a counterfactual possibility).

\[ \neg C \supset \neg E \Rightarrow \neg C \supset \neg (\neg C \text{ produce } E) \Rightarrow \neg (\neg C \supset (\neg C \text{ produce } E)) \]

So (50) is yet another example of a *because* sentence that is true even though the cause is stronger than required – just like the sentences in (37).

Now, as Groenendijk and Stokhof (1984) observe, we have a pervasive tendency to interpret answers to questions exhaustively. For example:

(51)  A: Who did you have lunch with?  
      B: Katrin and Maria.

B’s answer intuitively suggests that B only had lunch with Katrin and Maria. Similarly, given the question “Why is it true that hitting the billiard ball caused it to move?” it is perfectly natural to interpret the answer in (50) exhaustively. Given this exhaustive interpretation, Hume therefore comes to believe:

(52) “Hitting the ball caused it to move” is true only because if I hadn’t hit the ball, it wouldn’t have moved.

Generalising from this example, he infers:

(53) “*C caused E*” is true only because *E* counterfactually depends on *C*.

As we have discussed, *only because* implies counterfactual dependence. And indeed, (53) clearly implies that if *E* didn’t counterfactually depend on *C*, “*C caused E*” would be false. Thus Hume comes to believe that counterfactual dependence is necessary for causation. It is an honest mistake, the result of perfectly rational principles of linguistic behaviour.

Moreover, if Hume takes sufficiency for granted, he will also come to believe that counterfactual dependence is necessary and sufficient for causation. And so he writes in his *Enquiry* the following sentence: “we may define a cause to be an object followed by another, ... where, if the first object had not been, the second had not existed.” As we have seen, our proposal accounts for the cases where this idea goes wrong. But more than that, we account for why we thought it was right.
Human rationality depends on imagination. People have the capacity to be rational at least in principle because they can imagine alternatives.... The principles that guide the possibilities people think of are principles that underpin their rationality.


### 3.1 Introduction

A truly remarkable achievement of reasoning is the ability to consider hypothetical scenarios, and to have others imagine the same scenario that one has in mind.\(^1\) This ability to create, and coordinate, on hypothetical scenarios plays an essential role in the interpretation of conditionals and causal claims. For it is often thought that the truth conditions of these constructions depends not only on what actually happens, but on what happens in certain hypothetical scenarios as well.

Here is an illustration (adapted from an example by Schulz 2007:101). Switches A and B are connected to a light. Each switch can be either up or down. As the wiring of Figure 3.1 depicts, the light is on just in case both switches are up. Currently, switch A is down, switch B is up, and the light is off.

Figure 3.1

Consider (1) in this context.

(1) a. The light is off because switch A is down.
   b. If switch A were up, the light would be on.

The sentences in (1) are straightforwardly true. In theory, one could try to reject them, arguing that “If switch A were up, the light would still be off, since switch

\(^1\)A much shorter version of this chapter has been published as McHugh (2022).
B would be down.” In practice, however, no one responds in this way. We somehow manage to coordinate on what hypothetical scenarios to consider when we interpret these sentences. We manage to do this without explicit training; unlike how children learn, say, arithmetic, no child has to be explicitly taught what hypothetical scenarios to imagine in response to a sentence. And we often manage to coordinate on what hypothetical scenarios to consider in situations we have never encountered before. This is an ordinary, extraordinary fact about reasoning, one we would like to understand.

In this chapter we provide a general framework for hypothetical reasoning, with the specific goal of predicting what scenarios we consider when we interpret a conditional or causal claim. Our data are judgements about the acceptability of these sentences. The fundamental idea of our approach is that when we interpret a conditional or causal claim, we identify a part of the world to change, and imagine changing that. Sentences – such as conditional antecedents and because clauses – are about parts of the world, parts we allow to change when we interpret them. To determine whether a conditional or causal claim is true we look to the possible futures after this change.

In section 3.2 we compare the semantics of these conditionals and causal claims, proposing that they both make use of the same general faculty of hypothetical reasoning. Section 3.3 formalises the operation of imagining a part of the world changed. We present some advantages of this approach in section 3.4 and showcase its expressive power in section 3.5. Section 3.6 introduces a relation between language and the world that tells us what part of the world to change in response to a sentence, and sections 3.7 and 3.8 explore what inference patterns our proposal validates. In Chapter 4 we consider how to generalise the framework to logically complex sentences and explore their consequences for the logic of conditionals. Section 4.4 shows the advantages of our approach over two previous frameworks, those using a similarity order over worlds and premise semantics.

### 3.2 Comparing conditionals and causal claims

A compelling idea is that when we interpret conditionals and causal claims we make use of the same general ability to reason hypothetically. In other words, sentences such as conditional antecedents or because-clauses raise hypothetical scenarios in a uniform way. One piece of evidence for this is that we so often paraphrase one kind of sentence with the other. An early example is from David Hume, who inaugurated so-called ‘counterfactual approaches to causation’ in 1748 when he paraphrased a causal claim using a conditional:

> We may define a cause to be an object followed by another ... where, if the first object had not been, the second never had existed.
> 
> *An Enquiry concerning Human Understanding*, Section VII
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Ramsey (1929a:17) went so far as to write that “because is merely a variant on if, when \( p \) [the conditional antecedent] is known to be true” – an idea that pushes the parallel between conditionals and causality past its breaking point. Nonetheless, the correspondence lives on today in the panoply of counterfactual approaches to causation (see e.g. Collins, Hall, and Paul 2004, Menzies and Beebee 2020).

Here is a more contemporary example of the close connection between conditionals and causal claims. Title VII of the US 1964 Civil Rights Act states,

> It shall be an unlawful employment practice for an employer to fail or refuse to hire or to discharge any individual . . . because of such individual’s race, color, religion, sex, or national origin.

(78 Statute 241, Sec. 703(a)(1), p. 255)

The text uses a causal word: because. Now here is Justice Elena Kagan in 2019, discussing the same law during oral argument for a US Supreme Court case, *Bostock v Clayton County*.

Kagan: What you do when you look to see whether there is [sex] discrimination under Title VII is, you say, would the same thing have happened to you if you were of a different sex?

(Oral argument, pp. 41–42)

Notice how Kagan uses a conditional (“if you were of a different sex”) to express a causal claim (“because of ... sex”). As a matter of fact, Title VII does not contain any conditionals of the kind uttered by Kagan. A causal claim winds up expressed as a conditional. Paraphrasing one as the other happens all the time. For another example, in 2020 Sauntore Thomas went to the bank to deposit a perfectly valid cheque. The bank refused. Instead they called the police and launched a fraud investigation. Asked about his experience in the *Detroit Free Press*, Thomas replied, “They discriminated against me because I’m black. None of this would have happened if I were white”. Thomas moves seamlessly between a causal claim and a conditional. The causal claim and the conditional appear to be saying the same – or almost the same – thing.

This suggests that the meaning of causal claims and conditionals have a great deal in common. If conditionals and causal claims did not share a meaning component, the fact that we so often use one to argue for the truth of the other – as David Hume, Elena Kagan and Sauntore Thomas did – would be a mystery.

We propose that the interpretation of conditionals and causal claims raises hypothetical scenarios in a uniform way, making use of the same general capacity to imagine a situation changed so that a given sentence, such as a conditional antecedent or cause argument of a causal claim, is true in it.

The uniformity of hypothetical reasoning has the added bonus of considerably simplifying research into conditionals and causal claims. For we do not have to give two separate accounts of how we construct hypothetical scenarios, one for conditionals and one for causal claims. A single account will suffice.
If such a uniform programme is to succeed, there is one main obstacle to overcome: the status of sufficiency, which we turn to now.

### 3.2.1 Sufficiency and hypothetical reasoning

In Chapter 2 we saw evidence that *cause* and *because* imply that the cause was in some sense sufficient for the effect. For example, recall the robot case from section 2.2, where the robot has to get to Main Street, and turns at random at each fork. Actually, it took First Street and then Road B. Consider (2).

\(2\)  
\[
\begin{align*}
\text{a. } & \text{The robot took Road B because it took First Street.} \\
\text{b. } & \text{The robot taking First Street caused it to take Road B.}
\end{align*}
\]

(2) are intuitively unacceptable in this context.

Suppose we minimally change the scenario to make taking Road B sufficient for taking First Street, say, by programming the robot to always change direction (e.g. if it turns left at one fork it must turn right at the next). In this context, suddenly (2) are acceptable. This suggests that when the robot turned at random, (2) were unacceptable due to a failure of sufficiency.

We can account for this by incorporating the openness of the future in the analysis of sufficiency.\(^2\) When we evaluate (2), we hold fixed the facts that occur prior to the robot taking First Street and allow facts after that to vary. Since the robot took Road B after taking First Street, we do not fix the fact that the robot took Road B. Then as it was possible for the robot to take Road A instead of Road B after First Street, we predict that taking First Street was not sufficient for the robot to take Road B. Given that *cause* and *because* entail that the cause was sufficient for the effect, we predict (2) to be unacceptable.

However, some violations of sufficiency do not involve the openness of the future. Suppose Ali was born in Ireland and has an Irish passport, and recall (3).

\(3\)  
\[
\begin{align*}
\text{a. } & \text{Ali has an Irish passport because he was born in Europe.} \\
\text{b. } & \text{The fact that Ali was born in Europe caused him to get an Irish passport.}
\end{align*}
\]

There is something intuitively wrong with these sentences. They greatly improve

when we replace the cause with a minimally different one that is sufficient for the effect.

(4)  
   a. Ali has an Irish passport because he was born in Ireland.
   b. The fact that Ali was born in Ireland caused him to get an Irish passport.

This suggests that causal claims imply that the cause is in some sense sufficient for the effect. The question is how to analyse this notion of sufficiency. It cannot be entailment, where $A$ entails $C$ just in case in every logically possible world where $A$ is true, $C$ is true. Take, for example, (5).

(5)  
   a. The light turned on because I flicked the switch.
   b. Flicking the switch caused the light to turn on.

We can accept these even though flicking the switch does not entail that the light turns on. In a world where, say, the electricity is down, we can flick the switch without the light turning on. When we evaluate (5) we fix the fact that the electricity is working.

A natural alternative is that $A$ is sufficient for $C$ just in case the conditional “if $A$, would $C$” is true. One problem with this idea is that the most prominent theories of the meaning of $would$-conditionals (e.g. Stalnaker 1968, Lewis 1973b, Kratzer 2012) predict that if sentences $A$ and $C$ are both true, then the conditional “if $A$, would $C$” is true too. $Would$-conditionals, in other words, are ‘strongly centered’ around the world of evaluation: when $A$ is actually true, the only hypothetical scenario $A$ raises is the actual one. For similarity-based approaches to conditionals (e.g. Stalnaker 1968, Lewis 1973b, Pollock 1976) this is a natural constraint to impose – surely every world is more similar to itself than any other world is to it. So if $A$ is actually true, the most similar world to the actual world where $A$ is true is just the actual world itself. A similar kind of ‘strong centering’ is part of Kratzer’s approach to conditionals, as we will see in section 4.4.1.

The problem is that, as (3) show, when we interpret a causal claim we consider various ways for the cause to hold, even when we know in what particular way the cause in fact holds. For example, there are many ways to be born in Europe (being born in Ireland, Hungary, Ukraine, and so on). Intuitively we consider all of these ways when interpreting (3), even though we are told that Ali was in fact born in Ireland.

To ensure that the phenomenon we are studying is robust, let us consider more examples. Compare the (a)- and (b)-sentences below.

(6)  
   Alice is 20 years old. The legal drinking age is 18.

---

3See also Mandelkern (2018), Cariani and Santorio (2018), and Cariani (2021) for arguments that $will$-conditionals are strongly centered.
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a. Alice can order wine because she’s over 12.
b. Alice can order wine because she’s over 18.

(7) Yves visits an art supply shop looking for a can of ultramarine paint. Ultramarine is a particular shade of blue, and the only colour Yves paints with. He sees the paint cans below. Paints B, C and E contain different shades of blue. He buys paint C, which contains ultramarine paint.

a. Yves bought paint C because it is blue.
b. Yves bought paint C because it is ultramarine.

(8) Bob has 1000 euro. Sarah has 2000 euro.

a. Sarah is richer than Bob because she has more than 500 euro.
b. Sarah is richer than Bob because she has more than 1000 euro.

(9) Let $x$ and $y$ be numbers, where $x \neq 0$ and $y = 0$.

a. $xy$ is 0 because $y$ is less than 10.
b. $xy$ is 0 because $y$ is 0.

The (a)-sentences are much worse than the (b)-sentences. In each case we would naturally say that the cause in the (a)-sentence is not sufficient for the effect, while the cause in the (b)-sentence is.

We cannot account for these contrasts using the openness of the future as we did in the robot case. In (6)–(9), the causes in the (a)- and (b)-sentences occur at the same time. For example, in (7) presumably the paint became blue at the same time it became ultramarine. If we tried to account for the unacceptability of (7a) using branching futures, we would have to say that there was a time when the paint was blue but not yet determined that it would be ultramarine. But paint makers do not make paints by adding the ‘general’ pigments first and then the ‘specific’ pigments. ‘General’ pigments do not even exist – every blue is a kind of blue.

Rather, (6)–(9) suggest that when we interpret because, we consider various ways for the cause to be true. There are many ways to be over 12 years old (13, 14, 15, ...), many kinds of blue, many ways for a number to be less than 10 (9, 8, 7, ...), and so on. The unacceptability of the (a)-sentences tells us that cause
and *because* require that the effect hold under every way for the cause to hold.

The question is then how to understand what are the various ‘ways’ for a sentence to be true. As we have seen, we cannot say that *A* is sufficient for *C* just in case the conditional “if *A* would *C*” is true, since *will/would*-conditionals are strongly centered but sufficiency is not. We will not review the arguments for strong centering in conditionals here, but we will consider two environments where *will/would* conditionals exhibit a different modal force than *cause* and *because*. We will see that *cause* and *because* instead pattern with conditionals using *guaranteed* in place of *will/would*. The environments we consider are betting contexts and probability statements.

### 3.2.2 The modal force of *will/would* and *cause/because*

**Bets.** Consider the robot context, where the robot chooses at random between First and Second Street. If it takes First Street it chooses at random between Roads A and B, if it takes Second Street it chooses at random between Roads C and D. The robot has not set out on its journey yet. Four friends come along who do not know how the robot decides which way to go (e.g. whether it chooses at random or its route is pre-programmed). They make the following bets.4

\[(10)\]

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>Alice: “I bet that if the robot takes First Street, it will take Road B because it took First Street.”</td>
</tr>
<tr>
<td>b.</td>
<td>Bob: “I bet that if the robot takes First Street, taking First Street will cause it to take Road B.”</td>
</tr>
<tr>
<td>c.</td>
<td>Chandi: “I bet that if the robot takes First Street, it will take Road B.”</td>
</tr>
<tr>
<td>d.</td>
<td>Darius: “I bet that if the robot takes First Street, it is guaranteed to take Road B.”</td>
</tr>
</tbody>
</table>

On this particular occasion, the robot took First Street and then Road B. The four friends are then told that the robot decided which way to go at random, and in particular, that after taking First Street the robot could have taken Road A rather than Road B. Now, who won their bet?

Intuitively, it is clear that Alice, Bob and Darius lost their bets. I would also say that Chandi won her bet. Suppose the others refuse to give Chandi her winnings on the basis that the robot could have taken Road A instead of Road B. As Prior (1976) pointed out, Chandi can sensibly reply, “I didn’t bet that if the robot takes First Street, it *must* take Road B. Rather, I bet that if it takes First Street, it *will* take Road B. And it did take Road B. So I was right.” I am persuaded by Chandi’s argument that she won her bet.

---

8Examples featuring *will/would* conditionals in betting contexts have been previously discussed by Prior (1976:100), Moss (2013), Belnap, Perloff, and Xu (2001:160), Cariani and Santorio (2018) and Cariani (2021:63).
We can check whether the bet using *guaranteed* is false for the same reason as the bets using *because* and *cause*; namely, due to a failure of sufficiency. As we did when discussing sufficiency above, imagine instead that the robot was programmed to always change direction. In that context, intuitively Alice, Bob and Darius also won their bets.

The shows that the sufficiency inference from *because* and *cause* can be paraphrased with a conditional featuring *guaranteed* but not by one featuring *will*.

We see the same pattern with *would*-conditionals. Given that the robot turned at random (and actually took First Street), consider the following statements.

(11) a. Idris: “I bet that if the robot had taken Second Street, it would have taken Road C because it took Second Street.”

b. Javier: “I bet that if the robot had taken Second Street, it taking Second Street would have caused it to take Road C.”

c. Khalil: “I bet that if the robot had taken Second Street, it would have taken Road C.”

d. Lina: “I bet that if the robot had taken Second Street, it would have been guaranteed to take Road C.”

Who won their bet? Intuitively, the outcome of Khalil’s bet remains undecided, while Idris, Javier and Lina lost. Suppose we can open up the robot to inspect how it makes decisions. We find the part showing that it turns at random (say, a Geiger counter checking whether a radioactive substance has decayed) and present it to those who bet. This does not resolve whether Khalil won or lost, but the fact that the robot turned at random is enough for the others to lose.

**Probability statements.** Consider again the robot context, where the robot turns at random. The robot will soon begin its journey. Our friends from above make the following statements.

(12) a. Alice: “If the robot takes First Street, it will take Road B because it took First Street.”

b. Bob: “If the robot takes First Street, it taking First Street will cause it to take Road B.”

c. Chandi: “If the robot takes First Street, it will take Road B.”

d. Darius: “If the robot takes First Street, it is guaranteed to take Road B.”

For each of these people, what is the probability that what they said is true?\(^5\)

---

\(^5\)This way of formulating the question follows a strategy by Mandelkern (2018), to avoid the objection that conditionals cannot be assigned probabilities. For when one is asked “What is the probability that what \(x\) said is true?” where \(x\) said a conditional, it is clear one is asked to assign a probability to an entire conditional; rather than, say, assign a probability to the consequent under the assumption of the antecedent. For discussion see Mandelkern (2018:304–
Intuitively, what Chandi said has a 50% probability of being true, but for each of the others, what they said has a 0% probability of being true.

Similar observations hold for past tense conditionals. Consider the following, given that the robot decides which way to turn at random and took First Street.

(13) a. Idris: “If the robot had taken Second Street, it would have taken Road C because it took Second Street.”
   b. Javier: “If the robot had taken Second Street, it taking Second Street would have caused it to take Road C.”
   c. Khalil: “If the robot had taken Second Street, it would have taken Road C.”
   d. Lina: “If the robot had taken Second Street, it would have been guaranteed to take Road C.”

For each of the speakers above, what is the probability that they said is true? Similar to above, the intuitive response here is that there is a 50% probability that what Khalil said is true, and for each of the others, a 0% probability that what they said is true.

Thus in judgements of bets and probability, cause and because pattern with conditionals using guaranteed and not with conditionals using will or would. This is evidence that cause and because quantify over a wider range of hypothetical scenarios than will/would conditionals do: will/would-conditionals involve strongly centered modality while cause and because do not. Our hope for a uniform account of how conditionals and causal claims raise hypothetical scenarios looks doomed.

3.2.3 A way out: selection functions

There is, however, a way out. For there is no evidence that the strong centering requirement of conditionals must come from our general capacity to imagine hypothetical scenarios. Indeed, Cariani and Santorio (2018), Cariani (2021), and Mandelkern (2018) propose that strong centering has another source: there is a separate component in the meaning of will/would conditionals, called a selection function, that chooses a world from a set of worlds. The only additional constraint on the selection function is bias toward actuality: if the selection function can choose the world of evaluation, it must.

Selection functions allow us to rescue a uniform account. For we can propose that we have a general capacity to consider hypothetical scenarios in response to a sentence – one we use to interpret both conditionals and causal claims – that is not strongly centered. In addition, the interpretation of will and would, but not causal claims, involves a selection function, accounting for strong centering.
A selection function \( s : (W \times \wp(W)) \rightarrow W \) takes a world \( w \) and a set of worlds \( p \) and returns a world, where

a. **Success:** \( s(w, p) \in p \)

b. **Centering:** If \( w \in p \) then \( s(w, p) = w \).\(^6\)

We will make the following assumption about the relationship between the selection function and how people respond to utterances of conditionals.

**Proposal.** A *will/would*-conditional is assertable only if it is true on every selection function.

In other words, conversational participants assume that the truth of a *will/would*-conditional does not depend on the selection function. To illustrate using the classic example from Quine (1950), each selection function determines which of the following pair is true and which is false (assuming Bizet and Verdi could not both have come from some third country).

(16) a. If Bizet and Verdi had been compatriots, Bizet would have been Italian.

b. If Bizet and Verdi had been compatriots, Verdi would have been French.

But both are unassertable since their truth depends on the selection function.

I presume that we adhere to the assertability condition in (15) because the selection function is an unknowable parameter of interpretation; apart from the success and centering constraints, it picks a world at random.

It is natural to wonder why there is a selection function in the meaning of *will* and *would* at all given that we cannot identify it. Following ideas by Cariani (2021), I propose that the selection function is part of the semantics of *will* and *would* because it ensures that we can talk about – e.g. make bets and conjectures about, ask questions about, weigh up probabilities regarding – the actual future. We need some way to talk about the actual future, even if it is currently unknowable which future will in fact come to be actual. After all, the actual future is the only (epistemically/nomically/logically...) possible future we get to experience. English chooses to give this important communicative role to *will/would*. The selection function’s centering condition fulfils our need to talk about the actual future, but when it is unknowable which world will come to be actual, it is unknowable which selection function is in use.

---

\(^6\)There are various ways to model what happens when \( p \) is empty, i.e. the inconsistent proposition. Stalnaker (1968) assumes that the selection function returns the absurd world, where every proposition is true. Cariani and Santorio (2018) require that \( s(w, p) \in p \) if \( p \) is nonempty. Another option is to assume that when we interpret *will/would* we presuppose that \( s \) is a selection function. When \( p \) is empty the success condition is violated, so \( s \) cannot be not a selection function, resulting in presupposition failure.
3.2. Comparing conditionals and causal claims

Turning to would, following Abusch (1997, 1998) we assume that will and would decompose into a modal element – what Abusch calls WOLL – plus a tense morpheme: will is WOLL + present; would is WOLL + past. Standardly, the semantics of tense does not deal with selection functions, so we assume the selection function is contributed by WOLL and is therefore present in the semantics of both will and would. We also assume, following standard semantics of tense, that tense does not alter modal force – that is not in tense’s job description, so to speak – so if will picks out a single world, would must too. Considerations of compositionality favour an account where WOLL makes the same semantic contribution wherever it occurs. For whatever reason, many languages including English find it economical to use the same morpheme to talk about the actual future and counterfactual possibilities. In languages that do so, the strangeness of conditional excluded middle in counterfactuals is the price we pay for being able to talk about the actual future.

3.2.4 Adding time

We will determine the set of hypothetical scenarios raised by cause and because in two steps. Formally, we begin with a set of moments, which represent snapshots of the world at a moment in time. A world is defined as a linearly ordered set of moments. The set of logically possible worlds is the set of linear orders of moments. From this set we designate a subset of nomically possible worlds \( P \).

We propose that changes are calculated at a moment in time, so there is a function \( \text{int}(t, A) \) – what we may call an intervention function – that takes a moment \( t \) and a sentence \( A \) and returns a set of moments. We then ‘play the laws’ from those moments according to the laws of nature. Interventions leave the past of \( t \) untouched, but can change the present and future. The presents that result from the intervention at a moment are \( \text{int}(t, A) \), while the futures that result from the intervention are the futures of the presents that are nomically possible.

Let us make this discussion precise. Where \( M \) is a set of moments, a world is a pair \((M, \preceq)\) where \( \preceq \subseteq S \times S \) is a linear order, i.e. it is transitive, antisymmetric, and connex: \( t \preceq t' \) or \( t' \preceq t \) for all \( t, t' \in M \). \( \preceq \) represents time. For any world \( w \) and moment \( t \) on \( w \), let \( w_{\preceq t} \) be the segment of \( w \) up to but not including \( t \), let \( w_{\geq t} \) be the sequence of \( w \) from \( t \) on, including \( t \), and let \( \_ \) denote concatenation.\(^7\) And where \( w = (S, \preceq) \), let us write \( t \in w \) to mean \( t \in S \).

Then given a moment \( t \), the set of possible futures of \( t \) is \( \{w_{\geq t} : w \in P, t \in w\} \). To construct the modal horizon of sentence \( A \) at a moment \( t \), we take the possible

\(^7\)Formally, we define concatenation as follows. Where \( (X, \preceq) \) and \( (Y, \preceq') \) are linear orders, \((X, \preceq) \_ (X', \preceq') = (X \uplus Y, \preceq \_ \preceq')\) where \( X \uplus Y \) is the disjoint union of \( X \) and \( Y \), and \( x \preceq y \) just in case (i) \( x, y \in X \) and \( x \preceq y \), or (ii) \( x, y \in Y \) and \( x \preceq' y \), or (iii) \( x \in X \) and \( y \in Y \).
futures of the moments in \( \text{int}(t, A) \) and glue on the actual past.\(^8\)

\[ mh_{P,t}(w, A) := \{ w_{=t} \sim w'_{=t} : w' \in P, t' \in \text{int}(t, A), t' \in w' \}. \]

For any sentence \( S \), let \( |S| \) be the set of worlds where \( S \) is true. Let \( mh \) be a function from worlds and sentences to sets of worlds, and \( s \) be a selection function. We propose the following clauses for sufficiency (\( \Rightarrow \)) and will/would-conditionals (\( > \)), for any world \( w \) and sentences \( A \) and \( C \).

(i) If a rabbit had suddenly appeared in this hat, Caesar would still have crossed the Rubicon.

It seems we can interpret (i) by intervening recently, and then looking back to the state of the world prior to the intervention time. Here is a naturally occurring example (Elizabeth Evangeline, Quora).

(ii) The reason Tom is a psychopath, is because he was born of a love potion. However, even if his dad stayed, he would have still been a psychopath because he would still have been born of a love potion.

If we left out the actual past, there is a worry that we would lose the ability to evaluate facts that occurred prior to intervention time. We can evaluate such sentences, despite their strangeness. (I presume they are strange because they violate Condoravdi’s (2002:83) diversity condition. Here the antecedent is redundant: if the truth value of the sentence only depends on the actual past, why raise hypothetical scenarios needlessly? Why roam logical space when you can already find what you are looking for at home?)

\(^9\) The clauses in (18) are, of course, a simplification of the compositional semantics of conditionals. Let us rewrite the clauses in terms of a more plausible account: von Fintel’s (1994:87–89) formalism of the restrictor view, coupled with the notion of a modal horizon from von Fintel (2001b). On this account, if-clauses restrict modals via coindexing of a domain variable. Each domain variable is assigned a set of worlds. Written in terms of that account, the clauses in (18) are as follows, where \( P \) is the set of nomic possibilities and \( t \) the intervention time, and we let \([\alpha]^{g,mh,s}_{w} = \{ w' : [\alpha]^w_{g,mh,s} = 1 \} \).

(i) a. \([\beta \Rightarrow \alpha]_{w,g,mh,s} \) is defined only if \( mh_{P,t}(w, A) \subseteq mh \).
   b. If defined, \([\beta \Rightarrow \alpha]_{w,g,mh,s} = 1 \) iff \( mh \cap [\beta]_{g,mh,s} \subseteq [\alpha]_{g,mh,s} \).

(ii) \([\forall_{c} \beta, \alpha]_{w,g,mh,s} = [\alpha]_{w,g',mh',s} \), where
   a. \( g'(c) = g(c) \cap [\beta]_{g,mh,s} \) and \( g(x) = g'(x) \) for all variables \( x \neq c \);
   b. \( mh' = mh \cup mh_{P,t}(w, \beta) \).

(iii) a. \([\forall_{c} \alpha]_{w,g,mh,s} \) is defined only if \( s \) is a selection function.
   b. If defined, \([\forall_{c} \alpha]_{w,g,mh,s} = 1 \) iff \( s(w, mh \cap g(c)) \in [\alpha]_{g,mh,s} \).
(18) Where $P$ is the set of nomically possible worlds, $t$ the intervention time, and $s$ the selection function,

$$A \gg C \text{ is true at } w \iff mh_{P,t}(w, A) \cap |A| \subseteq |C|$$

$$A > C \text{ is true at } w \iff s(w, mh_{P,t}(w, A) \cap |A|) \in |C|$$

3.3 A change of world

When we are asked to imagine the world changed so that a given sentence is true, intuitively we identify the part of the world that needs to change, and change that. In the light switch example above, when we are asked to imagine switch A up, we imagine changing the position of switch A. Everything else is background – the *ceteris* in *ceteris parabus* (the ‘other things’ in ‘other things being equal’). Intuitively we do not rank all possible worlds according to an order, and we do compare all possible worlds in terms of what propositions they make true. Rather, we imagine a part of the world changed.

How do we know what part to change? To answer this question, consider the following image:

Imagine the circle with a different colour. What images come to mind?

Some images we may imagine are:

Some images we do not imagine are:

Remarkably, we all seem to imagine the same kinds of images. Notice that we are only given the image and the sentence “imagine the circle with a different colour”. We are not explicitly told what stays the same: we figure that out
ourselves. And we all tend to figure it out in the same way. We would like to explain this systematic behaviour of our imagination.

One might try to explain it by saying that we all share the same concept of similarity, ranking all possible images by how similar they are to the actual image, and imagine the most similar images to the image we are given. Or one might say that we all identify the same set of relevant propositions that the image makes true, and seek to preserve the truth of as many of these propositions as possible that while maintaining consistency with the circle being a different colour.

These ideas, while promising, leave most of our question unanswered. We would still have to explain why we all seem to have the same similarity order, or select the same set of relevant propositions. One way to answer this would be to identify what determines the similarity order or what propositions count as relevant. For if we had an answer to this question, we could explain that we all tend to imagine the same images because the similarity order, or set of relevant propositions, is determined by the scenario itself and the sentence we are asked to imagine true – information that is available to everyone who is shown the image and asked to imagine the circle a different colour.

But on second thought, when we are asked to imagine the circle a different colour, intuitively we do not rank all images by similarity, and we do not compare all images in terms of what propositions they make true. Rather, we identify a part of the image that needs to change, and change that. Let us therefore start with a simple question: when we imagine the circle a different colour, what parts of the image change, and what parts stay the same?

We can answer this question without much thought at all. Let us begin by listing parts of the image, and checking one by one whether each part changes when we imagine the circle a different colour. This procedure is illustrated in Figure 3.3. When we sort these parts according to whether they change or stay the same, we end up with something like Figure 3.4. What property do the parts that change have in common? Looking at Figure 3.4, we see that they all overlap the circle. And the parts that do not overlap the circle stay the same.

(19) For any part of the image $x$, if $x$ does not overlap the circle, $x$ stays the same.

This gives us the *ceteris* in *ceteris paribus* – the ‘other things’ in ‘other things being equal’. In this case, the *ceteris* are the parts of the image that do not overlap the circle.

But what does it mean for a part of the image to ‘stay the same’ when we imagine the circle a different colour? Intuitively, it is for that part to also be part of what we imagine.

(20) For any part of the image $x$, if $x$ stays the same when we imagine the circle a different colour, $x$ is part of every image we imagine when we imagine the circle a different colour.
This gives us the *paribus* in *ceteris paribus* – the ‘being equal’ in ‘other things being equal’. *Paribus* means having the *ceteris* as part.

Putting (19) and (20) together, we have:

\[(21) \quad \text{For any part of the image } x, \text{ if } x \text{ does not overlap the circle, } x \text{ is part of every image we imagine when we imagine the circle a different colour.}\]

We are asked to imagine the circle a different colour. Given the images satisfying
(21), let us restrict to those images where the circle is a different colour.

(22) When we imagine the circle a different colour, in every image we imagine, the circle is a different colour.

These two principles, (21) and (22), give us the results we are looking for. The images that we imagine when we imagine the circle a different colour are all and only those satisfying (21) and (22). This is stated in (23).

(23) Where $i$ is the image we stared with – the orange circle on a blue background – when we are asked to imagine that the circle has a different colour, an image $i'$ is among the images we imagine if and only if

a. every part of $i$ that does not overlap the circle is part of $i'$, and

b. “the circle has a different colour” is true at $i'$.

(21) rules out the first two images we do not imagine – the images where the background is a different colour, and where the circle becomes a square – since there are parts of the original image not overlapping the circle that fail to be part of them; respectively, the whole dark blue background in the first image, the corners around the circle in the second image (where the grey check pattern represents the absence of a part).

(22) rules out the second two images we do not imagine – the original image and the image with many colours. The first is ruled out since the circle is not a different colour. The second is ruled out because the circle has many colours, given that we interpret “a different colour” as “exactly one different colour”.

“The circle is a different colour” is not true at

Given (23), we can account for why, when asked to imagine that the circle has a different colour, we all tend to imagine the same kind of images. For (23) is formulated using properties we all agree on. Everyone agrees on what parts of the image do not overlap the circle, and “the circle has a different colour” means the same thing to different people.
3.3.1 Coarser representations of the image

In the above discussion, we considered all parts of the image whatsoever. One may worry about the generality of our results, since that is not the only way to represent the image. We may, for example, consider coarser representations. In this subsection I wish to illustrate just how general the rule in (21) is, by showing that it makes the right predictions for various representations of the image, while alternative rules do not.

One way to represent the image, for example, is to think of it as made up of only two parts, the circle and the background:

If these are the only two parts of the image we consider, we can write the rule as:

(24) Rule 1. When changing $x$, if $y$ is not identical to $x$, $y$ stays the same.

Now, there is no reason to suppose that we cannot take a more fine-grained perspective; taking in account, for example, the parts of the circle. A more general approach is to partition the image, as a mosaic artist does with tiles, or as a printer or computer screen does with pixels, or as researcher does with random variables, where each variable corresponds to a region of the image, their values corresponding to colours. Then the above representation – dividing the circle in two – falls out as a special case; namely, a partition whose only members are the circle and the background. Partitions work provided the partition is fine-grained enough to recover the image (i.e. no cell of the partition overlaps both the circle and the background); for example:

Rule 1 gives the wrong results here. Consider any tile that is part of the circle. Since it is not identical to the whole circle, Rule 1 wrongly predicts that it stays the same when we imagine the circle a different colour. Let us update our rule to work for partitions. Our Rule 2 is the following, where $y$ ranges over cells of the partition.

---

10There are some striking parallels between the present observations and a previous discussion concerning the meaning of only (see e.g. Heim 1990, von Fintel 1997:10-14 and Fox 2003). I leave this as a suggestive remark for now.
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(25) Rule 2. When changing \( x \), if \( y \) is not part of \( x \), \( y \) stays the same.

Of course, in addition to considering the cells of the partition, we can also consider the parts of the image that are made up of these cells, such as the entire image. Rule 2 does not work in this case: since the entire image is not part of the circle, according to Rule 2 it stays the same when we change the circle, which is incorrect. A rule that also works for combinations of cells is the following (where \( y \) is not comparable with \( x \) just in case \( x \) is not part of \( y \) and \( y \) is not part of \( x \)).

(26) Rule 3. When changing \( x \), if \( y \) is not comparable with \( x \), \( y \) stays the same.

Again, we are also capable of taking an even more fine-grained perspective, considering, say, the parts of the image that overlap the circle and background. For instance, the top half of the image is not part of the circle, nor the circle part of it, so Rule 3 wrongly predicts that the top half stays the same when we imagine the circle a different colour.

As we saw in (21), when we consider all parts of the image whatsoever, the correct rule is:

(27) Rule 4. When changing \( x \), if \( y \) does not overlap \( x \), \( y \) stays the same.

Each rule is weaker than the one before: Rule 1 implies Rule 2, which implies Rule 3, which implies Rule 4 (since identity implies parthood, which implies comparability, which implies overlap). The point I wish to make is that Rule 4 works in all the cases we have just considered. Even though the motivation for Rule 4 came from looking at all parts of the image whatsoever, it also gives the right results for coarser representations. Rules 1, 2 and 3 do not enjoy such generality, only giving the right results when we restrict the kinds of parts we consider. More precisely, the rules agree under the following assumptions (where to be atomic is to have no proper parts).

(28) a. If \( x \) is atomic, Rules 1 and 2 are equivalent.
   b. If everything that overlaps \( x \) is part of \( x \), Rules 2 and 3 are equivalent.
   c. If everything that overlaps \( x \) is comparable with \( x \), Rules 3 and 4 are equivalent.

The level of generality offered by Rule 4 is crucial if we are to find a rule that captures how we imagine changes not only in simple cases – such as changing the colour of a circle – but when we are asked to imagine changing a part of any situation whatsoever.
3.3.2 Proposal: varying a state

In full generality, then, let us assume that we have a set $S$ of entities, called states, and a parthood relation $\preceq$ between them. Following Fine (2017b), the pair $(S, \preceq)$ we call a state space. At a minimum, we assume that parthood is reflexive, transitive and anti-symmetric. We will also assume that every state is part of a moment, where a moment is defined as a state that is not a proper part of any state (in the terminology of Fine (2017b), our state spaces are world spaces). As usual, we define that two states overlap (denoted $s \circ t$) just in case they have a part in common and are disjoint (denoted $s \not\preceq t$) just in case they do not.

We are interested in what states we imagine when we vary a particular state. To that end, let us introduce the following terminology.

(29) **Definition** ($s$-variant). For any moments $t, t'$ and state $s$, define that $t'$ is an $s$-variant of $t$ just in case every part of $t$ that does not overlap $s$ is part of $t'$.

$$t' \text{ is an } s\text{-variant of } t \text{ iff } \forall u \leq t \left(s \not\preceq u \Rightarrow u \leq t\right)$$

We propose the following; in effect, that Rule 4 is the only constraint governing what states we imagine when we vary a state.

(30) **Proposal.** For any moments $t, t'$ and state $s$, when we imagine changing $s$ at $t, t'$ is among the moments we imagine iff $t'$ is an $s$-variant of $t$.

It turns out that one can greatly simplify the definition of $s$-variant by imposing some natural constraints on parthood. In the simplified definition, one need not consider all parts of a moment that do not overlap $s$, but instead only a single part of it. In the next section we give this simplification. Then in section 3.4 we will put our proposal in (30) to the test by considering a range of examples.

3.3.3 Simplifying the definition of what stays the same

Consider again the image of the circle in a square, where we are asked to imagine the circle a different colour. We have identified what parts stay the same: those that do not overlap the circle. But now suppose we are asked to find the part of the image that stays the same. What part should we pick?

Even though many parts stay the same, we still have an answer this question. Intuitively, the part that stays the same is the largest part that stays the same.

---

Note we could work with overlap directly, rather than defining it from parthood. If parthood is extensional (no distinct states with proper parts have all the same proper parts), one may recover parthood from overlap by defining that $x$ is part of $y$ just in case every state that overlaps $x$ overlaps $y$ (see Breitkopf 1978:p. 231, 1.17; Simons 1987:p. 38, SCT15). We begin with parthood rather than overlap simply because parthood is the more familiar notion.
This is the entire blue region.\textsuperscript{12}

The part of the image that stays the same

is the largest part of the image that
does not overlap the circle.

Formally, the largest part of the image that stays the same is the $x$ such that
(i) $x$ is part of the image, (ii) $x$ stays the same, and (iii) every part of the image
that stays the same is part of $x$. Then given (19), we have:

\begin{equation}
(31) \quad \text{The part of the image that stays the same is the } x \text{ such that }
\begin{align*}
a. & \quad x \text{ is part of the image,} \\
b. & \quad x \text{ does not overlap the circle, and} \\
c. & \quad \text{for all } y, \text{ if } y \text{ is part of the image and } y \text{ does not overlap the circle, } \\
& \quad y \text{ is part of } x.
\end{align*}
\end{equation}

**Historical interlude: Leśniewski’s definition of remainders.**

It turns out the notion we have just defined was already formulated in the 1920s
by Stanisław Leśniewski. Leśniewski defined the following notion of *relative complement* between objects.

$P$ is the complement of the object $Q$ with respect to $R$ if and only if
the following conditions are satisfied:
\begin{itemize}
\item [(a)] $Q$ is a subset of the object $R$;
\item [(b)] $P$ is the class of elements of the object $R$ external to $Q$.
\end{itemize}

Leśniewski (1927–1931), translated from the Polish by Sinisi

Despite the set-theoretic terminology, in Leśniewski’s system this is a purely
mereological notion.\textsuperscript{13} Simons (1987) reconstructed Leśniewski’s Mereology in

\textsuperscript{12}As an aside, this illustrates an interesting fact about the definite article *the*. There has been
a long debate about whether definite articles presuppose uniqueness. The fact that *the part of the image that stays the same* is acceptable shows that *the* does not in general presuppose uniqueness, but only given a domain of entities that do not overlap; see Casati and Varzi (1999:112), Chierchia (2010) and Kratzer (2012:168).

\textsuperscript{13}One suspects Leśniewski deliberately adopted set-theoretic terms to show that his Mereology
can do everything set theory can do, without the apparent platonism (see Simons
2020:§4.3). For some arguments that set-theoretic mereology is not enough to serve as a foundation of mathematics, see Hamkins and Kikuchi (2016).
modern terminology, offering the following definition of mereological difference.

If \( x \) and \( y \) are two individuals, then their mereological difference,

\[
x - y
\]

is the largest individual contained in \( x \) which has no part in common with \( y \).

(Simons 1987:14)

That is, \( x - y \) is defined by satisfying the following three properties.

- \( x - y \) is part of \( x \).
- \( x - y \) does not overlap \( y \).
- For all \( z \), if \( z \) is part of \( x \) and \( z \) does not overlap \( y \), \( z \) is part of \( x - y \).

When the remainder \( x - y \) exists, it is unique (by antisymmetry of parthood). This licences us to speak of the remainder \( x - y \).

We can use this subtraction operation to express our findings in the circle example. When we imagine the circle a different colour, the part of the image that stays the same is the image minus the circle. Given our definition of mereological difference, we can formulate the following equation, where the grey check pattern represents the absence of colour.

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{circles.png}
\end{array}
\]

Now, what does it mean for this remainder to ‘stay the same’ when we imagine the circle a different colour? Intuitively, it is for the remainder to be part of the images we imagine.

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{circles.png}
\end{array}
\]

The subtraction operation also allows us to straightforwardly express our analysis of ceteris paribus. Given a state \( x \), when we are asked to vary \( y \), the ceteris is \( x - y \), and we may define that \( z \) is ceteris paribus with respect to \( x \) when varying \( y \) just in case \( x - y \) is part of \( z \).

We therefore have two ways to think of what stays the same when we imagine varying a part of a moment, corresponding to two notions of s-variant: a plural version and a singular version. Recall the plural version that \( t' \) is an s-variant of \( t \) just in case every part of \( t \) that does not overlap \( s \) is part of \( t' \) (Definition (29)). We now also have a definition that operates on a single remainder directly.
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\[
x - y \leq z
\]
\[\text{ceteris paribus}\]

(32) **Singular version:** For any state \( s \) and moments \( t \) and \( t' \),
\( t' \) is an \( s \)-variant of \( t \) just in case if \( t - s \) exists, it is part of \( t' \).

The proviso ‘if \( t - s \) exists’ covers the case where every part of \( t \) overlaps \( s \) (in other words, \( t \) and \( s \) are inextricable) so when we remove \( s \) from \( t \) there is nothing left. For example, removing \( t \) from itself leaves nothing: \( t - t \) does not exist.

This singular notion of \( s \)-variant is arguably simpler than the plural version, since to determine whether a world \( t' \) is an \( s \)-variant of \( t \) we need only check whether a single state, \( t - s \), is part of \( t' \). Under some plausible constraints on parthood, it turns out that the singular and plural definitions are equivalent. Let us now see what those constraints are.

**Under what conditions do remainders exist?**

Remainders can fail to exist for three reasons. Firstly, \( s - t \) fails to exist when \( s \) has no part disjoint from \( t \), as in the structures of Figure 3.5 (the two rightmost examples are from Simons 1987:27–28).

\[\text{Figure 3.5: Orders where no part of } s \text{ is disjoint from } t.\]

Let us say that \( t \) is *extricable from* \( s \) just in case \( s \) has a part disjoint from \( t \). Then in these structures, \( t \) is inextricable from \( s \). If we try to remove \( t \) from \( s \), intuitively there is nothing left. Our definition of remainder validates this intuition: if \( t \) is inextricable from \( s \), \( s - t \) either does not exist, or is the null state (if it exists; the null state is the state that is part of every state).

Secondly, \( s - t \) can fail to exist when the order is not bounded complete.\(^{14}\)

Bounded completeness fails when a set of states with an upper bound has no least upper bound, as in the structures of Figure 3.6 (where \( a \), \( b \) and \( t \) are each part of \( c_i \) for every natural number \( i \)). In this structure the set \( \{a, b\} \) has an upper bound but no least upper bound.

\(^{14}\)For any partial order \((S, \leq)\), \( s \in S \) and \( T \subseteq S \), we call \( s \) is an upper bound of \( T \) just in case \( s \leq t \) for all \( t \in T \), and \( s \) a least upper bound of \( T \) just in case \( s \) is an upper bound of \( T \) and \( s \leq b \) for every upper bound \( b \) of \( T \). A partial order \((S, \leq)\) is bounded complete just in case
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Figure 3.6: \( s - t \) does not exist due to failures of bounded completeness.

Given this structure, if we try to remove \( t \) from \( s \), what intuitively is left over? States \( a \) and \( b \) are the states disjoint from \( t \), so a natural answer would be that \( a \) and \( b \) are left over. Certainly, we need to remove \( s \) itself and each \( c \)-state since they contain \( t \): keeping them around would also keep \( t \) around. So one could propose that \( s - t \) is the set \( \{a, b\} \); however, we are not looking for a set (an abstract object), but a state, a part of the world. The problem with these structures is that the parts of \( s \) disjoint from \( t \) do not form a state, in the sense that they do not have a fusion. (The fusion of a set of states \( T \), denoted \( \bigcup T \), is its least upper bound with respect to parthood.)

Thirdly and finally, \( s - t \) can fail to exist due to emergent parts: states that are part of a fusion without overlapping any of the fused states.

3.3.1. Definition (Emergent part). Let \((S, \leq)\) be a partial order and \( s \in S \) a state and \( T \subseteq S \) a set of states. We call \( s \) an emergent part of \( \bigcup T \) just in case \( s \) is part of \( \bigcup T \) but does not overlap any \( t \in T \).

We say \( t \) has an emergent part just in case some \( s \in S \) is an emergent part of \( t \), and that \((S, \leq)\) has an emergent part just in case \( s \) is an emergent part of \( t \) for some \( s, t \in S \).

Examples of emergent parts are given in Figure 3.7.

![Figure 3.7](attachment:image.png)

(a) \( t \) is an emergent part of \( s \\
(b) e \) is an emergent part of \( s \\

Figure 3.7: \( s - t \) does not exist due to emergent parts.

---

every nonempty subset of \( S \) with an upper bound has a least upper bound.
Here \(a\) and \(b\) are the parts of \(s\) disjoint from \(t\), but their fusion \(a \sqcup b\) still overlaps \(t\). Indeed, \(a \sqcup b\) is \(s\). We tried to remove \(t\) from \(s\) but are back to where we started. Even though \(s\) has parts disjoint from \(t\), when we take their fusion, the emergent part acts as a backdoor allowing some of \(t\) to sneak back in.\(^\text{15}\)

We have seen three ways the remainder \(s - t\) can fail to exist: \(t\) is inextricable from \(s\), the order is not complete, or the order has emergent parts. Are these the only ways \(s - t\) can fail to exist? It turns out they are, as shown in the following facts.

3.3.2. **Fact.** Let \((S, \leq)\) be a partial order and \(s, t \in S\). Let \(s \setminus t := \{s' \leq s : s'\) does not overlap \(t\}\). Then \(s - t\) exists if and only if \(s \setminus t\) has a least upper bound with no emergent parts.

**Proof.** (\(\Rightarrow\)) Suppose \(s - t\) exists. Then by definition, \(s - t \in s \setminus t\) and \(s - t\) an upper bound of \(s \setminus t\). Then \(s - t \leq x\) for every upper bound \(x\) of \(s \setminus t\), so \(s - t\) is a least upper bound of \(s \setminus t\). Hence \(s - t = \bigcup(s \setminus t)\). To show that \(\bigcup(s \setminus t)\) has no emergent parts, pick any \(x \leq \bigcup(s \setminus t)\). Then \(x \leq s - t \in s \setminus t\), so \(x\) overlaps an element of \(s \setminus t\). Then \(x\) is not an emergent part of \(\bigcup(s \setminus t)\).

(\(\Leftarrow\)) Suppose \(\bigcup(s \setminus t)\) exists and has no emergent parts. We show that \(s - t\) exists by showing that \(\bigcup(s \setminus t) = s - t\); that is, \(\bigcup(s \setminus t)\) satisfies the definition of \(s - t\):

(i) \(\bigcup(s \setminus t)\) is part of \(s\),

(ii) \(\bigcup(s \setminus t)\) is disjoint from \(t\),

(iii) every part of \(s\) disjoint from \(t\) is part of \(\bigcup(s \setminus t)\).

(i). By construction of \(s \setminus t\), \(s' \leq s\) for all \(s' \in s \setminus t\), i.e. \(s\) is an upper bound of \(s \setminus t\). Then as \(\bigcup(s \setminus t)\) is the least upper bound of \(s \setminus t\), \(\bigcup(s \setminus t) \leq s\). (ii) Suppose for reductio that \(\bigcup(s \setminus t)\) overlaps \(t\), i.e. for some \(u\) we have \(u \leq \bigcup(s \setminus t)\) and \(u \leq t\). Since \(\bigcup(s \setminus t)\) has no emergent parts, \(u\) overlaps some \(s' \in s \setminus t\), i.e. for some \(v, v \leq u\) and \(v \leq s'\). Then \(v \leq u \leq t\), so \(s'\) overlaps \(t\), contradicting the fact that \(s' \in s \setminus t\). (iii) Pick any \(s' \leq s\) disjoint from \(t\). Then \(s' \in s \setminus t\), so \(s' \leq \bigcup(s \setminus t)\).

Intuitively, \(s - t\) only exists when \(s\) has a part disjoint from \(t\). What do we need to assume about parthood to guarantee this? The following result gives an answer: bounded completeness and no emergent parts.

\(^{15}\)One motivation for assuming that the state space has no emergent parts is that, given no emergent parts, our notion of fusion (the algebraic notion, i.e. least upper bound) satisfies another popular definition of fusion; namely, that a state \(s\) is the fusion of a set of states \(T\) just in case any state overlaps \(s\) just in case it overlaps a state in \(T\). This notion of fusion is used by Simons (1987:SD9, p. 37) and Casati and Varzi (1999:p. 46). Cotnoir (2018) calls this notion ‘Goodman fusion’ after Goodman (1951). If the state space has no emergent parts, then every fusion in our sense is a Goodman fusion. For a comparison of different notions of fusion see Hovda (2009) and Loss (2021).
3.3.3. FACT. Let \((S, \leq)\) be a bounded complete partial order with no emergent parts. For any \(s, t \in S\), \(s - t\) exists if and only if \(s\) has a part disjoint from \(t\).

PROOF. Let \((S, \leq)\) be a bounded complete partial order with no emergent parts. 

\((\Rightarrow)\) If \(s - t\) exists, then by definition, \(s - t\) is a part of \(s\) and disjoint from \(t\). 

\((\Leftarrow)\) If \(s\) has a part disjoint from \(t\), then \(s \setminus t\) is nonempty. Then as \(s \setminus t\) is a nonempty set with an upper bound, by bounded completeness it has a least upper bound \(\bigcup_s (s \setminus t)\). Then as \(\bigcup_s (s \setminus t)\) has no emergent parts, by Fact 3.3.2, \(s - t\) exists. 

Intuitively we should expect the remainder \(s - t\) to exist just in case \(s\) has a part disjoint from \(t\). Fact 3.3.3 tells us that under two assumptions (completeness and no emergent parts) this expectation is guaranteed to be met.

3.3.4. FACT. Let \((S, \leq)\) be a partial order. If \((S, \leq)\) is bounded complete and has no emergent parts, then for any state \(s \in S\) and maximal states \(t, t' \in S\), the following are equivalent.

1. \(t'\) is an \(s\)-variant of \(t\).
2. If \(t - s\) exists, it is part of \(t'\).

PROOF. \((1) \Rightarrow (2)\). Suppose \((1)\) and that \(w - s\) exists. By definition, \(w - s\) is part of \(w\) and does not overlap \(s\), so by \((1)\), \(w - s\) is part of \(w'\). \((1) \Leftarrow (2)\). Suppose \((2)\) and pick any part \(t\) of \(w\) that does not overlap \(s\). Either \(w - s\) exists or it does not. Suppose it does. Then as \(w - s\) is the largest part of \(w\) disjoint from \(s\), \(t\) is part of \(w - s\), and as \(w - s\) is part of \(w\), by \((2)\), \(w - s\) is part of \(w'\), so by transitivity of parthood \(t\) is part of \(w'\). Hence \((1)\). So suppose instead \(w - s\) does not exist. Since \((S, \leq)\) is bounded complete with no emergent parts, by Fact 3.3.3, every part of \(w\) overlaps \(s\), so \((1)\) is vacuously true.

Fact 3.3.4 tells us that assuming bounded completeness and no emergent parts, our plural and singular notions of \(s\)-variant coincide.

Now, it may seem that we have spent a great deal of time stating the obvious. When we are asked to imagine the circle with a different colour, it is obvious that the blue part stays the same. But our discussion has revealed a general principle of hypothetical reasoning: a state stays the same just in case it does not overlap a part we wish to vary. The next section demonstrates the generality of this proposal.

3.4 The varieties of parthood

We have seen that we can use overlap to account for what stays the same when imagine a state changed. Overlap itself can be defined in terms of parthood: two things overlap just in case something is part of both of them. Now, our proposal in (30) does not tell us how the notion of parthood is to be understood. So far we
have only considered one kind of parthood: parthood in space. This is perhaps the paradigmatic case, but it is not the only way to understand the notion.

We speak, for example, of the parts of an organisation. University departments are part of faculties, which are part of universities. When we imagine changing the state of a faculty (say, by imagining hiring new people at the faculty) we do not keep the state of the whole university fixed. This parallels how when we imagine changing a part of an image we do not keep the whole image fixed. And if two faculties overlap – say, the logic department is part of the faculty of humanities and the faculty of science, as it is in Amsterdam – then imagining a change to one of the faculties can result in imagining a change to the other; for if one imagines changing the state of the humanities faculty by changing the logic department, that will change the state of the science faculty too. This parallels how when change a part of an image, we do not keep fixed any part of the image that overlaps the part we wish to change.

Now, while each faculty may have a physical location, the faculty is not identical to its location. A faculty is part of the university, but this is not a spatial notion of parthood. It is parthood not in physical space, but in conceptual space. In section 3.3 we introduced our proposal with a spacial notion of parthood in mind, but now we can appreciate how it gives the right results when applied to parthood broadly construed. For example, applied to the sense of parthood in which departments are part of universities, our proposal in (30) still gives desirable results: when we imagine changing the state of a university department \( s \), the state of a university department \( t \) stays the same just in case \( t \) does not overlap \( s \) in conceptual space.

We also speak of an object having its properties as parts. The fact that Socrates is a philosopher is part of who he is. Here are some naturally occurring examples of parthood used to describe one’s properties.

\[
\begin{align*}
(33) & \quad \text{a. Alison was a beautiful and caring person who I am incredibly proud of, and that is the part of her I want everyone to remember.} \\
& \quad \text{b. The part of her we can’t see in airbrushed photos is her challenging personal history.}^{16}
\end{align*}
\]

Or consider the following object, which is made of gold.

Now imagine it made of wood. What comes to mind? As a matter of fact, we tend to imagine it still a sphere. When changing the material, we keep the shape fixed. We can represent this fact on the present proposal if the properties of an object are part of it. For example, the goldness of a gold sphere is part of it, and

\[16\]Sources: (33a) Hull Daily Mail, 23 November 2021; (33b) Unstoppableteen.com.
3.4. The varieties of parthood

an object’s material does not overlap its shape in conceptual space. This is not parthood in space, since an object’s shape and material, if they are located in space at all, presumably have the same spatial location.\(^\text{17}\)

Here is a toy state space representing material and shape, featuring only two materials (gold and wood) and two shapes (sphere and cube) together with their possible combinations.

\[
\begin{array}{cccc}
\text{GOLD} & \text{GOLD} & \text{WOODEN} & \text{WOODEN} \\
\text{SPHERE} & \text{CUBE} & \text{SPHERE} & \text{CUBE} \\
\text{GOLD} & \text{SPHERE} & \text{CUBE} & \text{WOOD} \\
\end{array}
\]

Given this state space, the properties of the object being gold and being spherical do not overlap. So when we vary SPHERE, according to our proposal, GOLD stays the same, as desired.

Note that the states in the figure above do not represent universals, such as the property (or Platonic form) of goldness itself, but instead the goldness of a particular object – what in the metaphysics literature might be called a thick particular (Armstrong 1989), state of affairs (Armstrong 1997) or trope (Williams 1953, Campbell 1981, Moltmann 2007). Two objects can share the same property while we imagine changing one but not the other. For example, given two gold spheres, \(a\) and \(b\), imagine \(a\) is made of wood. Intuitively \(b\) is still made of gold.

If we want to start with a state space where each state represents a universal property, a simple way to represent the properties of particular objects would be to attach names to the states (the name represents what in the metaphysics literature is called a *thin particular*). This allows us to distinguish, say, the goldness of object \(a\) from the goldness of object \(b\), as in the state space of Figure 3.8 (for simplicity, we omit further combinations of states, such as the state of \(a\) being gold and \(b\) a sphere).

Since \(\text{GOLD}_a\) and \(\text{GOLD}_b\) do not overlap, our proposal predicts that when varying one, we keep the other fixed, which is intuitively the right result.

It is an interesting question how we construct a state space from experience; for example, how we know that a gold sphere’s properties of being gold and being a sphere do not overlap. This is a deep question that we will not try to answer here. It is presumably given by the structure of the world and/or our cognition. The state space is a primitive of the theory. The present paper is not intended to

\(^\text{17}\)There is a longstanding idea in metaphysics that the properties of an object are in some sense part of it. This view often goes by the name *constituent ontology*. For an overview see Loux (2005, 2012). For discussion see van Inwagen (2011), Forrest (2013), Olson (2017), and Yang (2018). Armstrong (1986, 1988) argues that exemplification is a non-mereological mode of composition. In the text I use ‘parthood’ to cover both ordinary cases of parthood (the sense in which, for example, one’s hands are part of one’s body) and exemplification (the sense in which the redness of a rose is part of it).
propose a particular mereological structure of (our cognition of) the world, but to propose the existence of a correlation between mereological structure and how we construct hypothetical scenarios. In this way, the present paper contributes to – without, of course, answering – the age-old question: What structure must our experience have for us to be able to reason in the way that we do?

3.4.1 Imagination in an atomless world

It may be tempting to think that to represent how we imagine changing a part of the world, we must represent the world at a certain level of granularity, as a combination of parts that are taken to be atomic.\(^{18}\) This, however, is not required on the present proposal.

Consider a glass of water. Now imagine the glass filled with a different material. Intuitively, we do not keep fixed the matter that makes up the water: the molecules, the atoms, the quarks and so on. These are liable to change. Now, it could be that the world is non-atomic, in the sense that every part of the world has proper parts. While contemporary physics suggests that there is a smallest unit of length – the Planck length, see Mead (1964) – there is no reason why our logical models should decide this issue, forcing atomic representations upon us. We can reason hypothetically without assuming atomism. Suppose, for the sake of argument, that there are no atoms. When we imagine a glass of water filled with a different material, intuitively we allow all parts of the water to vary. Even though the water is assumed to have infinitely many parts, that is no obstacle to imagining that whatever is part of the water is allowed to vary.

This is predicted on the present approach, since whatever is part of the water overlaps the water, and is therefore allowed to vary when we imagine the glass not containing water. We might, for example assume the mereological structure in Figure 3.9 (which is of course greatly simplified; for example, it does not show the interactions between the parts of the molecule, such as the bonds).

\(^{18}\)Pollock (1976), for example, uses the notion of ‘simple propositions’ in his semantics of counterfactuals. See Kratzer (2012:74) for some problems with Pollock’s account. We discuss Kratzer’s approach in sections 4.3.1 and 4.4.1.
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3.4.2 Dependence between properties

The present approach can also handle dependence between properties. To illustrate, consider a ring made entirely of pure gold. Now imagine the ring a different colour. Is the ring still made of entirely of pure gold? Intuitively not. The material must change too. We do not imagine the ring being, say, both blue and made entirely of gold, since such a material does not exist. As every florist and painter knows, colour and material are dependent: roses are red, violets are blue, as is lapis lazuli, Egyptian mummies are brown, gold is yellow (while we do have names for white gold, rose gold, and even blue gold, these are not pure gold but alloys of gold and another material). Other materials, like plastic and paper, come in all colours. When we imagine a blue piece of paper with a different colour, intuitively we still imagine a piece of paper.\footnote{It was arguably dependencies such as these that led Wittgenstein to abandon the logical atomism of his *Tractatus* (see Pears 1981, Jacquette 1990). Another example of a dependence between states, from Wittgenstein (1977), is the impossibility of transparent white.}

We can capture these facts on the present proposal. Let us assume for simplicity that gold is yellow (i.e. we ignore gold’s shininess). We can represent the parthood relation between some materials and colours as follows.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{state_space.png}
\caption{Figure 3.10}
\end{figure}

According to this state space, part of what it is for something to be gold is for it to be yellow – as Kant put it, “my concept of gold ... includes that this body is yellow” (*Prolegomena* 4:267) – just as part of what it is for something to be blue paper is for it to be blue. On the present proposal, since YELLOW is part...
of **gold**, **yellow** overlaps **gold**, so when we imagine a change to the colour of a gold ring we do not fix the fact that it is made of gold. In contrast, when we imagine, say, a blue piece of paper being a different colour, since **paper** does not overlap **blue**, we fix the fact that it is made of paper. These are intuitively the right results.

Thus state spaces can represent the fact properties are in some cases independent and in other cases dependent. For example, colour and material are independent when the material is plastic but dependent when the material is gold.

Now, why is it important to be able to represent dependence between properties? There are some cases illustrating that when we construct hypothetical scenarios, we can take dependence between properties into account. Here is one such case. Imagine a machine – in a recycling plant, say – that sorts objects using two sensors. It has a material detector that determines an object’s material and a camera that determines its colour. (In case it matters, let us suppose that the sensors perform their tests at the exact same time.) The two sensors are programmed independently: one selects what materials for the material detector to accept and separately, what colours for the camera to accept. The two sensors each send their verdict of **accept** or **reject** to a central computer, which controls whether to place the object in the accept bin or the reject bin. If both sensors return **accept**, the object is placed in the accept bin, otherwise it is placed in the reject bin.

Suppose we set the material checker to accept plastic and the camera to accept blue objects. We give the sorter Object A: a yellow piece of plastic. It is rejected (see Figure 3.11).

![Figure 3.11](image)

Asked about what happened, we could reply:

(34) **If object A had been blue, it would have been accepted.**

(34) is a perfectly natural thing to say in this scenario. This suggests that we can vary object A’s colour while fixing its material. When we imagine a yellow piece of plastic blue, we imagine a blue piece of plastic.

Now suppose we reset the material checker to accept pure gold. We leave the camera as is, set to accept blue objects. We give the sorter object B: a pure gold
ring. It is also rejected (see Figure 3.12).

![Diagram](image.png)

Object B

Figure 3.12

Consider (35) in this context.

(35) If object B had been blue, it would have been accepted.

(35) seems unacceptable. There is a clear contrast in acceptability between (34) and (35). Intuitively, if object B had been blue, it still would have been rejected since in that case it would have failed the material test. Indeed, on reflection, with the material checker set to gold and the camera set to blue, any object whatsoever would be rejected.

Of course, we could expand our imaginative horizons to consider blue gold. If one saw a newspaper article titled *Scientists create blue form of pure gold!* one might be inclined to believe it. In our actual world, however, we know blue gold is impossible (indeed, this is due to relativity; see Pyykkö and Desclaux 1979). Under the currently true assumption that blue pure gold does not exist, it hard to see how (35) could hope to be true.

One may respond that such a sorting machine is implausible. One may prefer a more sophisticated machine, featuring automatic dependence recognition, whereby, for example, if one sets to material detector to accept gold, the camera is forced to accept yellow, and if one sets camera to accept blue, the material detector cannot accept gold. However, it is perfectly possible to build a ‘budget’ sorting machine of the kind above, without automatic dependence recognition, where the choice of which material and colour to accept are set independently.

These examples show that to capture hypothetical reasoning, we need a framework that can represent properties (such as colour and material) as dependent in some cases and independent in others. It is hard to see how we could do this if we represented properties as random variables, where the set of possible scenarios corresponds to the set of assignments of values to the variables. This conception is ubiquitous in formal modelling, such as probability theory, Bayesian networks and structural causal models, the atomic sentences of logic, Euclidean space, the phase spaces of dynamical systems theory, and so on.

In light of this tradition, it is tempting to think that when we reason hypothetically, we also represent the scenario in question using random variables. Let us see how one framework that uses random variables handles dependence
between properties: the causal graphs of Spirtes, Glymour, and Scheines (1993) and Pearl (2000). In that framework, the nodes of the graph represent variables, and directed edges represent dependencies between variables. Changing the value of one variable (called *intervening* on it) keeps fixed the values of all of its non-descendants. That is, when varying variable $X$, the value of variable $Y$ is held fixed if there is no directed path from $X$ to $Y$ in the causal graph. Figure 3.13 depicts a causal graph of the scenario containing object B.

![Causal Graph Diagram]

**Figure 3.13**

Pearl (2000: chapter 7) presents a semantics of counterfactuals where $A > C$ is true in a structural causal model $M$ and context $u$ just in case $C$ is true in the model that results from intervening on $M$ and $u$ to make $A$ true. When we intervene to set the colour variable of object B to blue, we find that the object is accepted. Given this model, then, Pearl’s semantics incorrectly predicts (35) to be true.

This model is, to my mind, the most natural structural causal model of the scenario above. Stepping back, one may wonder whether *any* structural causal model can contend the dependence between properties that we have discussed. We will not conclusively answer this question, but there is reason to think prospects are bleak. The fact that we judge (34) true shows that when we imagine a piece of yellow plastic being blue, we intuitively fix its material. We can capture this by representing colour and material as separate variables, with no directed path from colour to material. But the fact that we do not judge (35) to be true shows that when we imagine a piece of gold being a different colour, intuitively we do not fix its material. To represent this using causal graphs now we need a directed path from colour to material. Given this conflict, it is unclear how to proceed using structural causal models.

Let us consider two responses to this problem on behalf of structural causal models. The first is to add a restriction to possible variable assignments, or alternatively, to allowed interventions.\(^\text{20}\) The question for this proposal is what

---

\(^\text{20}\)For example, Beckers and Halpern (2019: Definition 2.2) distinguish between allowed and forbidden interventions, though not to account for dependence between properties.
to do when an intervention takes us to an impossible assignment, such as one with blue gold. Intuitively, imagining a gold object being blue does not result in a breakdown of imagination: we simply imagine the material changing too, while fixing other facts (such as the object’s shape). Ruling out certain assignments or interventions does not reflect the systematic nature of the imagination – where some facts stays the same and others vary – in cases where the properties in question are dependent, such as colour and material.

A second response on behalf of structural causal models is to represent colour and material as a single variable. For this proposal to work, when one wishes to intervene to change an object’s colour, as in (34) and (35), one needs to add a rule stating how interventions on colour are translated into interventions on the single colour/material variable. To capture the acceptability of (34) and the unacceptability of (35), one needs the rule to fix material when interpreting (34) but not (35). Structural causal models do not specify how to determine this rule.

No such difficulties arise on the present proposal. We simply use a state space where YELLOW overlaps GOLD but does not overlap PLASTIC, such as the state space in Figure 3.10. Given our proposal that we fix those states not overlapping the state we wish to vary, this is enough to predict that when we vary YELLOW for a plastic object, we fix the fact that it is plastic, but when we vary YELLOW for a gold object we do not fix the fact that it is gold.

3.4.3 Imagination without variables

In this section we show that partial orders are strictly more general than random variables, in the sense we can represent every set of random variables as a state space, but not vice versa.

From variables to state spaces. Translating from variables to partial orders is straightforward. We take each state to be an assignment of values to variables.

3.4.1. Definition (Variable space). Let \( V \) be a nonempty set, where each \( X \in V \) is associated with a range \( R(X) \) taken from a set \( \text{Values} \). We say an assignment of values to some variables in \( V \) is a function \( s : U \to \text{Values} \) such that \( U \) is a nonempty subset of \( V \) and \( s(X) \in R(X) \) for all \( X \in U \).

We say \((S, \leq)\) is generated by \( V \) just in case

\[
S = \text{the set of assignments of values to some variables in } V \\
\leq = \subseteq
\]

We call a partial order a variable space iff it is generated by a set of variables.

Figure 3.14 gives an example of a set of variables and the state space it generates. In the Figure we let \( x\bar{y} \), for example, stand for the function with domain \( \{X, Y\} \) mapping \( X \) to \( x \) and \( Y \) to \( \bar{y} \).
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\[ X \quad Y \]

\[ R(X) = \{x, \overline{x}\} \]
\[ R(Y) = \{y, \overline{y}\} \]

(a) A variable set \( V = \{X, Y\} \).

(b) The variable space generated by \( V \).

Figure 3.14

Variable spaces are especially well-behaved, enjoying all of the desirable properties of parthood we consider in this essay.

3.4.2. FACT. Every variable space is a partial order, a world-space, bounded complete, and has no emergent parts.

PROOF. Let \((S, \leq)\) be any variable space generated by variables \( V \). \( \leq \) is a partial order since inclusion is a partial order. World-space: The set of maximal elements of \((S, \leq)\) is the set of total assignments, \( \{s : V \rightarrow \text{Values} : s(X) \in R(X) \text{ for all } X \in V\} \). Clearly, every state is a subset of a maxima element. Bounded completeness is immediate. No emergent parts: pick any state \( s \) and set of states \( T \) whose fusion exists. Suppose \( s \leq \bigcup T \). Then \( s \subseteq \bigcup T \). Then clearly, for some variable \( X \in V \) and value \( x \) of \( X \), \( \{(X, x)\} \) is a subset of \( s \) and \( t \), for some \( t \in T \). So \( s \) overlaps a state in \( T \). \( \square \)

This shows that the variable sets of Spirtes, Glymour, and Scheines (1993) and Pearl (2000) are a special case of the state spaces we consider here.

The translation from variable sets to state spaces gives us another perspective on what goes wrong when we try to represent dependence between properties using random variables. Suppose we have a colour variable whose possible values are yellow and blue, and a material variable whose possible values are gold, plastic and paper. These variables generate the state space in Figure 3.15.

![Figure 3.15](image-url)

If we keep the blue gold state, we predict that when we imagine a pure gold object blue, we imagine it made of blue pure gold. This does not capture the fact that when imagine the object blue, we allow its material to vary. If we remove the blue gold state, we face a different problem: the yellow and gold states do
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not overlap. Given a gold ring, the current state is YELLOW GOLD. In this state space, when we remove its yellowness, given that gold and yellow do not overlap, its goldness remains. But every object containing the GOLD state is yellow: we want to vary the object’s colour, but its goldness holds us back. Thus according to this state space we cannot imagine a gold object being blue. However, as we saw above, we can indeed interpret a sentence such as (35). When we do so, we keep some properties of the object (such as its shape) but do not keep its material – something random variables cannot represent.

State spaces without a variable structure. Let us define what it means for a state space to have a variable structure, in the sense that it can be represented as the possible assignments of values to variables. We will take an abstract approach, allowing a state space to have a variable structure even if the variables only represent the state space at a certain level of abstraction. For it may be that we have a complex state space but only want to describe certain aspects of it using variables, ignoring others.

We assume that are state spaces are moment spaces, in the sense that every state is part of a maximal state with respect to parthood (called a moment). We define a variable to be a set of states $X$ where every moment contains exactly one state in $X$. Then given a variable $X$, we can think of an element $x$ of $X$ as a possible value of $X$, and can define the sentence $X = x$ to be true at a moment $m$ just in case $x$ is part of $m$. The requirement that every moment contain a unique state in $X$ ensures that every moment assigns a unique value to each variable.

To illustrate, consider a state space representing some colours and shapes, depicted in Figure 3.16. According to our definition of variable, this state space has three variables: the colours, the shapes and the moments.

![Figure 3.16](image)

Given a set of variables $V$, an assignment of values to $V$ is a function assigning to each variable $X$ in $V$ an element of $X$.

Intuitively, a set of variables represents a set of scenarios just in case it satisfies the following two conditions.

Orthogonality. Every variable assignment is consistent. For every assignment
of values to \( V \), there is a moment \( m \) such that every state in \( v \) is part of \( m \).

**Expressiveness.** Every moment can be expressed as a variable assignment. For every moment \( m \), there is an assignment \( v \) of values to \( V \) such that every state in \( v \) is part of \( m \).

The state space above has two variable sets satisfying orthogonality and expressiveness: \{COLOURS, SHAPES\} and \{MOMENTS\}. Let us call a variable set trivial just in case it contains a single element. Note that for any moment space (that is, partial order where every state is part of a maximal state) the trivial variable set containing only its maximal elements satisfies orthogonality and expressiveness. So let us say that a state space has a variable structure just in case it has non-trivial variable set satisfying orthogonality and expressiveness.

The question naturally arises whether, to reason hypothetically, one must have in mind a state space with a variable structure. The answer is ‘no’. Figure 3.10 gave a state space representing the dependence between colour and material. One can prove that this state space does not have a variable structure.

### 3.4.3. Fact.** The state space in Figure 3.10 does not have a variable structure.

**Proof.** Suppose for reductio that the state space in Figure 3.10 has a non-trivial variable set \( V \). Since \( GOLD \) is a world, by expressiveness, there is an assignment \( v \) of values to \( V \) such that every state in \( v \) is part of \( GOLD \). Either \( GOLD \in v \) or not.

Suppose \( GOLD \in v \). Then \( GOLD \in X \) for some variable \( X \in V \). Since \( V \) is non-trivial, \( Y \in V \) for some variable \( Y \neq X \). By orthogonality, \( GOLD \) is consistent with every value of \( Y \) (that is, for every \( y \in Y \) there is a world containing both \( GOLD \) and \( y \)). Now, \( GOLD \) is only consistent with itself and \( YELLOW \), so \( Y \subseteq \{GOLD, YELLOW\} \). Since \( Y \) is a variable, every world contains exactly one state in \( Y \), contradicting the fact that, for example, \( BLUE \) \( \)\langle 3 \rangle \( \) \( PAPER \) \( \) contains neither \( GOLD \) nor \( YELLOW \).

Suppose \( GOLD \notin v \). By non-triviality, there are distinct variables \( X, Y \in V \). So there are states \( x \in X \) and \( y \in Y \) such that \( x, y \in v \) and \( x, y \leq GOLD \). The only possible choices for \( x \) and \( y \) are \( GOLD \) and \( YELLOW \), i.e. \( x, y \in \{GOLD, YELLOW\} \). Now since \( X \neq Y \), by Fact 3.4.4, \( X \) and \( Y \) are disjoint, so \( x \neq y \). Then \( x = GOLD \) or \( y = GOLD \). Then as \( x, y \in v \), \( GOLD \in v \), contradicting \( GOLD \notin v \).

### 3.4.4. Fact.** For any variable set \( V \) satisfying orthogonality, all distinct variables \( X \) and \( Y \) in \( V \) are disjoint.

**Proof.** Let \( X \) and \( Y \) be distinct variables. Then \( x \in X \setminus Y \) for some state \( x \), or \( y \in Y \setminus X \) for some state \( y \). Suppose w.l.o.g. that \( x \in X \setminus Y \). Now suppose for reductio that \( X \) and \( Y \) are not disjoint, i.e. \( z \in X \cap Y \) for some state \( z \). By orthogonality, there is a world \( w \) containing \( x \) and \( z \), but then \( w \) contains two
values of $X$, contradicting the fact that $X$ is a variable.

I conclude that we do not need random variables to model hypothetical reasoning.

### 3.5 Case study: state spaces of colour

The present way of representing information via parthood (rather than random variables) may be unfamiliar to some who are engaged in formal modelling. Let us therefore consider one further case study to illustrate the expressive power of state spaces. In this section we propose a state space of colour. The relationship between colour concepts has captivated philosophers across centuries, such as Newton, Goethe and Wittgenstein. For example, Wittgenstein (1977:5, 43) wondered whether there is “a logic of colour concepts”. In this section we will see that, indeed, state spaces allow us to model hypothetical reasoning about colour.\(^{21}\)

One example of dependence between properties concerns colour and opacity. To illustrate, consider the bricks below.\(^{22}\)

Imagine brick A green. What do you imagine? We tend to imagine brick B rather than brick C. We keep the opacity fixed while varying the colour. Now imagine brick C opaque. What do you imagine? We tend to imagine brick B rather than brick A. We keep the colour fixed while varying the opacity.

What state space would one need to derive these facts on the present approach? Let us restrict attention to the two properties of interest: colour and opacity. A first, naïve thought is our state space represents each combination of colour and opacity by an atomic state, with no parthood relations between them. Of course, such a state space does not have enough structure. The states does not distinguish colour and opacity, whereas our intuitive conceptual space does. We recognise, for example, that there is something in common between bricks A and B below (their opacity) that is not shared by brick C, and there is something in common between bricks B and C (their colour) that is not shared by brick A.

\(^{21}\)The conceptual spaces of Gärdenfors (2000, 2014) are another way to represent colour properties. Gärdenfors does not provide a way to model hypothetical reasoning (e.g. imagining changing the properties of an object) which is our main concern here, so we will not consider conceptual spaces here. It is likely, however, that conceptual spaces determine an overlap relation between states, which is all we need to apply the present approach to varying a state.

\(^{22}\)For colourblind readers, and those reading this printed in black and white, brick A is red while bricks B and C are green; bricks A and B are opaque while brick C is semi-transparent.
Recall the rule we proposed above: when varying state \( x \), keep state \( y \) fixed just in case \( x \) and \( y \) do not overlap. For this rule to give the results above, we need the colour and opacity of an object to be disjoint parts of it. This is not true in a simple state space where each combination of colour and opacity is represented by an atomic state. In this state space, for any state \( s \) whatsoever, every state is an \( s \)-variant of every state. So if we input this state space into our proposal in (30), we would predict that when we imagine brick C opaque, bricks A and B are both among the things we imagine.

This suggests that our intuitive conceptual space represents the colour and opacity of an object along different dimensions. One way to represent this is in the image on the left, where the \( x \) axis corresponds to opacity and the \( y \) axis to colour (for simplicity we ignore the other aspects of colour: saturation and value). Photo editing software often uses colour models like this. By representing opacity and colour along different dimensions, this colour space allows one to represent changing one while fixing the other. Changing opacity while fixing colour corresponds to a horizontal move in colour space. Changing colour while fixing opacity corresponds to a vertical move in colour space.

State spaces (states ordered by parthood) can also represent opacity and colour along different dimensions. Let us introduce a state for each opacity value and each colour value, together with a state for each combination of opacity and colour. One state \( s \) is part of another state \( t \) just in case every value assigned by \( s \) is also assigned by \( t \). Formally, let \( O \) and \( C \) be variables representing opacity and colour, respectively, taking values from 0 to 1 (this range is, of course, arbitrary).

\[
\text{opacities} = \{O = n : 0 \leq n \leq 1\} \quad \text{colours} = \{C = n : 0 \leq n \leq 1\}
\]

Our states and parthood relation are then given as follows.

\[
\text{states} = \text{opacities} \cup \text{colours} \cup (\text{opacities} \times \text{colours})
\]

\( s \) is part of \( t \) iff \( s \) is a subsequence of \( t \)

There is a clear correspondence between this state space and the colour square above. The atomic states correspond to horizontal and vertical lines in colour space, the composite states correspond to points.
When we apply our proposal in (30) to this state space, we find that when we vary colour we fix opacity, and vice versa, when we vary opacity we fix colour. This is because the opacity and colour of an object do not overlap. In general, then, given a state space that represents colour and opacity of an object as disjoint parts of it, our proposal gives the intuitively correct results.

There is, however, something strange about this state space. Consider the states with zero opacity and a colour value: the points lying on the leftmost edge of the colour square. What it would mean, say, for something to be fully transparent and blue? Or fully transparent and red? What colour is a completely clear window? This sounds like a trick question. Intuitively a perfectly transparent object does not have a colour. Nothing can be both have a colour and be fully transparent at the same time.

The colour square and state space above represent opacity and colour as completely independent, in the sense that every combination of opacity and colour is possible – even the combinations of zero opacity with any colour. In contrast, according to our intuitive concept of opacity and colour, these properties are in part dependent: if something is fully transparent, it does not have a colour. Our concept of colour simply does not apply to fully transparent things. This is a partial dependence since it is confined to the zero opacity values. Every combination of nonzero opacity and colour is still intuitively possible.

Our colour square and state space above contain ‘phantom states’, such as fully transparent green and fully transparent blue: states that intuitively do not exist. One way to fix this state space is to collapse all points with zero opacity and a colour to a single point, as in the image on the right. Mathematically, we can model this colour space as a vector space with magnitude representing opacity and direction colour. The fact that fully transparent objects do not have a colour corresponds to the fact that the zero vector does not have a direction.

This discussion of zero opacity reveals something quite remarkable about conceptual space in general, what we may call variable dimensionality. In formal modelling it is common to represent a scenario as a point in some multidimensional space – an approach that assumes fixed dimensionality. But our conceptual space of opacity and colour does not have a fixed number of dimensions. It is in part one-dimensional and in part two-dimensional. When an object has some opacity the colour dimension is active, so to speak, but when it is fully transparent the colour dimension falls away.

State spaces handle variable dimensionality with ease. Given the state space above, to capture that fact that fully transparent objects do not have a colour we, quite naturally, remove all combinations of zero opacity and colour, keeping
parthood between the remaining states the same.

\[ \text{states}' = \text{states} \setminus \{(O = 0, C = m) : 0 \leq m \leq 1\} \]

We end our discussion of colour with an analogy from geometry. The move from random variables to state spaces is analogous to the move from Euclidean to non-Euclidean geometry. Euclid’s parallel postulate, reformulated by Playfair, says that for every line and point not on that line, there is exactly one line parallel to the first. In our colour models, points correspond to maximal states and lines to sets of points differing in one dimension; for example, \((O = .8, C = .3)\) is a point and \(\{(O = n, C = .3) : 0 \leq n \leq 1\}\) a line. As usual, two lines are parallel just in case they do not share a point.

The first colour model we considered, with a state for each combination of colour and opacity, is Euclidean, satisfying the parallel postulate (see Figure 3.17).\(^{23}\) However, the parallel postulate fails in our second colour model, where we removed the colour–opacity pairs with zero opacity. For any line of nonzero opacity, \(l = \{(O = n, C = m) : 0 \leq m \leq 1\}\) the zero opacity point \(O = 0\) is not on \(l\), but there is no line parallel to \(l\) that contains the point.

Just as non-Euclidean geometry allows for dependence between dimensions (such as spacetime curvature in relativity), state spaces allow for dependence between properties. As we have seen, we need to represent dependence between

\(^{23}\) To show this, pick any line \(l = \{(a, y) : y \in Y\}\) and point \((b, c)\) not on \(l\), i.e. \(a \neq b\). Then \(l\) is parallel to \(l' = \{(b, y) : y \in Y\}\), since \(a \neq b\). And \(l'\) is the only line containing the point parallel to \(l\) since any line \(l''\) is of the form \(\{(x, d) : x \in X\}\) or \(\{(e, y) : y \in Y\}\). If the former then \(l\) and \(l''\) intersect at \((a, d)\) so are not parallel; if the latter and \(l''\) contains the point \((b, c)\), then \(b = e\), so \(l' = l''\).
properties to correctly model hypothetical reasoning. And just as non-Euclidean geometry opened up new horizons in mathematics and physics, one hopes the ability to represent dependence between properties will open up new horizons in our understanding of hypothetical reasoning.

3.6 Hypothetical scenarios raised by a sentence

We require a scheme that describes the structure of senses [meanings] in the decompositional way that chemical diagrams describe the molecular structure of compounds.


We have proposed a rule to capture what stays the same and what we allow to vary when we imagine changing a part of the world. We began with a simple case, changing a part of an image, and saw that what we imagine is captured by the rule that when we imagine changing a region in space, we fix every region that does not overlap the region we are changing. We then saw how this proposal makes correct predictions not only when varying a region in space, but in any case where overlap relations can be determined, such as varying a part of an organisation or the properties of an object. Now, this by itself is not enough to capture what hypothetical alternatives we consider when we interpret a causal claim or a conditional such as (1).

(1) a. The light is off because switch A is down.
   b. If switch A were up, the light would be on.

In this case we are not given a state to vary but a sentence, which we use as a launchpad to construct hypothetical scenarios. Let us therefore turn to how sentences, rather than states, raise hypothetical scenarios.

We interpret a conditional antecedent or a because clause, intuitively, we identify a part of the world that needs to change, and imagine changing that. For example, given the set up of the switches in Figure 3.1 and the antecedent if switch A were up, we imagine changing the position of switch A. We can represent the possible positions of the switches as a state space, given in Figure 3.18, where the lines represent parthood.

Above we proposed that when we imagine changing a part of the world, a part of the world stays the same just in case it does not overlap the part that we imagine changing. In the state space in Figure 3.18, does not overlap, so our proposal predicts that when we imagine changing one, the other stays the same. Put in terms of remainders from section 3.3.3, we have .

This by itself does not tell us what we imagine changing when we interpret conditionals or because claims such as those in (1). To extend this proposal to capture what scenarios we imagine when we interpret a conditional antecedent
or because clause, we need to relate states and sentences, whereby \( s \) is related to sentence \( A \) just in case \( s \) is among the states we imagine changing when we are given a conditional antecedent or because clause \( A \).

Let us first do this in a schematic way, without committing to a particular proposal on how to relate states to sentences. To do this, let us follow an idea by Ciardelli, Zhang, and Champollion (2018) in distinguishing between a sentence’s ‘foreground’ and ‘background’. We define the foreground of a sentence \( A \) to be the states we allow to vary when we interpret a conditional antecedent or because-clause \( A \). Intuitively this is the set of states that \( A \) is in some sense ‘about’.\(^{24}\) Then the background of \( A \) is the set of states disjoint from every state in \( A \)’s foreground. We can then define that a moment \( t' \) is an \( A \)-variant of a moment \( t \) just in case every part of \( t \) in the background of \( A \) is part of \( t' \).

3.6.1 DEFINITION (A-variant). Let \( \text{about} \) be a relation between sentences and states. For any moments \( t, t' \) and sentence \( A \), let us call \( t' \) an \( A \)-variant of \( t \) just in case every part of \( t \) that is disjoint from every state \( A \) is about is part of \( t' \):

\[
\text{\( t' \) is an \( A \)-variant of \( t \) \iff \forall s \leq t ( (\forall u A \text{ is about } u \text{ and } s \not\in u) \Rightarrow s \leq t') }.
\]

This definition is illustrated in Figure 3.19.

3.6.1 A single-state definition of sentence variants

In section 3.3.3 we gave a single-state definition of state variants, whereby \( t' \) is an \( s \)-variant of \( t \) just in case if the remainder \( t - s \) exists, it is part of \( t' \). We can apply the same treatment to the definition of sentence variants.

\(^{24}\)Note that the foreground function only depends on the sentence in question – it does not depend on the world of evaluation. This is a deliberate choice. If the foreground function also depended on the world of evaluation, we would in principle allow the a state to be part of two worlds \( w \) and \( w' \), and in the foreground of \( A \) at \( w \) but not at \( w' \). Since additional expressive power appears unnecessary, so at present we do not allow it.
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A world \( w \) at a moment in time \( t \)

States \( A \) is about

Parts of \( w \) at \( t \) overlapping a state \( A \) is about

Background of \( A \)

\( A \)-variants of \( w \) at \( t \)

Figure 3.19: Steps to construct the \( A \)-variants of a moment.

For any sentence \( A \) and moment \( t \), define the \( A \)-parts of \( t \) to be the parts of \( t \) that are part of a state \( A \) is about. Let us also take the \( A \)-part of \( t \) to be the fusion (i.e. least upper bound) of its \( A \)-parts, and let us abbreviate \( t - A \)-part\((t) \) as \( t - A \). We may call \( t - A \) the background of \( A \) at \( t \).

\[
A\text{-parts}(t) = \{ s \leq t : \exists u (A \text{ is about } u \text{ and } s \leq u) \}
\]

\[
A\text{-part}(t) = \bigsqcup A\text{-parts}(t)
\]

\[
t - A = t - A\text{-part}(t)
\]

3.6.2. FACT. Assume bounded completeness and no emergent parts. Then for any moments \( t, t' \) and sentence \( A \), the following are equivalent.

1. \( t' \) is an \( A \)-variant of \( t \).
2. If \( t - A \) exists, \( t - A \) is part of \( t' \).

PROOF. Recall from section 3.3.3 that \( t - A \) is the largest part of \( t \) that does not overlap \( A\text{-part}(t) \).

(1) \( \Rightarrow \) (2). Let \( t' \) be an \( A \)-variant of \( t \) and suppose \( t - A \) exists. Note that \( t - A \) does not overlap a state \( A \) is about. For suppose for reductio that it did. Then \( s \leq t - A\text{-part}(t) \) and \( s \leq u \) for some state \( u \) that \( A \) is about. Then \( s \leq t - A \leq t \), so by definition of \( A\text{-part}(t) \), \( s \leq A\text{-part}(t) \). But then \( t - A \) overlaps \( A\text{-part}(t) \), contradicting the definition of \( t - A \). Then by (1), \( t - A \) is part of \( t' \).
(1) $\Leftrightarrow$ (2). Either $t - A$ exists or it does not. Suppose it does, and pick any part $s$ of $t$ that does not overlap a state $A$ is about. We show that $s$ is part of $t'$. Since $t - A$ is the largest part of $t$ not overlapping $A$-part($t$), $s$ is part of $A$-part($t$), and by (2), $A$-part($t$) is part of $t'$.

So suppose $t - A$ does not exist. Then by Fact 3.3.3, every part of $t$ overlaps $A$-part($t$). Then for every part $s$ of $t$ there is a $u \leq s$ with $u \subseteq A$-part($t$) $= \bigcup A$-parts($t$). By no emergent parts, $u$ overlaps some $x \in A$-parts($t$), i.e. there is some $y \leq u$ such that $y \leq x$ and $x \leq v$ for some state $A$ is about. Then we have $y \leq u \leq s$ and $y \leq x \leq v$, so $s$ overlaps a state $A$ is about. Hence $t'$ is vacuously an $A$-variant of $t$.

\[\Box\]

### 3.6.2 Adding time

The notion of $A$-variant is, by itself, not enough to capture how we construct hypothetical scenarios, and therefore not enough to account for the meaning of conditionals and causal claims. To see this, consider a light switch connected to a light. Each can be in two states: up/down and on/off, respectively. When the switch is flicked down, the light turns on. For simplicity, suppose the light switch and light are all there is. Our state space is given in Figure 3.20.

![Figure 3.20: A state space of the switch and light.](image)

If we ignored how states can change through time, we might be tempted to say that when asked to imagine $A$ true at world $w$, the modal horizon is the set of $A$-variants of $w$ where $A$ is true. This results in a static treatment of sufficiency and the conditional, whereby $A$ is sufficient for $C$ just in case $C$ is true at every $A$-variant of $w$ where $A$ is true, and the conditional $A > C$ is true just in case $C$ is true at the selected $A$-variant of $w$ where $A$ is true. Suppose that currently, the switch is up and the light is off is the current state and consider:

(36) a. If the switch were down, the light would turn on.
b. The light is off because the switch is up.
These are straightforwardly true. However, the above static treatment of the sufficiency and the conditional predicts them to be false. We assume the switch is down is about the states of the switch: \{∅, 1\}. Mereologically, the state of the switch does not overlap the state of the light, so when we remove one, the other remains. Then the state of the light being off is part of every \( A \)-variant of the current state.

In every \( A \)-variant, the light does not turn on. Then if our modal horizon were the \( A \)-variants of the current state, we would incorrectly predict (36) to be false.

The larger point is this: mereology and nomic possibility are distinct kinds of structure. The switch and light are nomologically dependent, in the sense that changing the switch leads to a change in the light, but mereologically independent, in the sense that they do not overlap. So in addition to parthood, our model of hypothetical reasoning needs something else. I propose that it needs to specify how the state of the world a given moment in time can change through time. That is, it must specify nomic possibility.

We propose to analyse nomic possibility as follows. Recall that we take as primitive a set of states \( S \) and a partial order \( \leq \) over states, representing parthood. We take each state to be a snapshot, describing how a part of the world stands at a point in time. Since the same state can repeat, let us define a situation to be a particular instance of a state.\(^{25}\) Let us then say that a moment is a maximal situation with respect to parthood.\(^{26}\) A world is linear order of moments – the linear order represents time. This gives us the set of logically possible worlds. From this set we designate a subset \( P \) containing all and only the nomically possible worlds. This is summarised in Definition 3.6.3.

---

\(^{25}\)Formally, we take a situation to be a pair \((s, i)\), often written \(s_i\), where \(s \in S\) is a state and \(i\) is a label from an arbitrary set of labels. We introduce labels since situations are particulars while states are not (i.e. states are multiply realisable, situations are not). In other words, we may think of a situation as a token of a state, following terminology from Tarski and Montague: “Suppose you know all the notions as applied to types. Then as Tarski points out, one should identify a token with a pair consisting of a type and a context” (Montague, 29 August 1967, https://youtu.be/RkZTF2dilt8?t=225).

\(^{26}\)That is, where \(s_i\) is a situation, \(s_i\) is a moment just in case \(s \leq t\) implies \(s = t\) for any situation \(t_j\). If one wishes to introduce impossible states – as, say, Fine (2017b, 2021) does – one may designate a set of possible states and define a moment to be a maximally possible state; that is, a moment is a possible state that is not a proper part of any other possible state.
3.6.3. Definition (Imaginative structure). Where $S$ is a set and $\leq$ a binary relation on $S$, define:

\[
\text{situations}(S) := S \times I, \text{ where } I \text{ is an arbitrary label set}
\]
\[
\text{moments}(S, \leq) := \{t_i \in \text{situations}(S) : \forall u \in S, t \leq u \Rightarrow t = u\}
\]
\[
\text{worlds}(S, \leq) := \{(M, \preceq) : M \subseteq \text{moments}(S, \leq), \preceq \text{ is a linear order}\}.
\]

$(S, \leq)$ is a \textit{world-space} just in case it is a partial order and every state $s \in S$ is part of a moment of $(S, \leq)$.

An \textit{imaginative structure} is a tuple $(S, \leq, P, \mathcal{A})$ where $(S, \leq)$ is a world-space, $P$ a subset of $\text{worlds}(S, \leq)$ and $\mathcal{A}$ is a relation between sentences and states.

To illustrate, in the switch and light example the nomically possible worlds are the directed paths through Figure 3.21 (for simplicity we assume time is discrete and that changes happen after one step in time, though our framework is perfectly capable of representing time as dense). The set of nomic possibilities tells us, for example, that every state where the switch is down is followed by a state where the light is on; it is not nomicly possible for the light to spontaneously turn on, without the switch first being flicked down.

![Figure 3.21: The nomically possible worlds correspond to directed paths.](image)

We now have the ingredients to define the modal horizon.

(37) \textbf{Proposal.} $\text{int}(t, A)$ is the set of $A$-variants of $t$.

We then define what it means to ‘play the laws’ forward from a moment.

(38) For any world $w$, sentence $A$, set of worlds $P$ and moment $t$, define

\[
\text{mh}_{P,t}(w, A) := \{w_{<t} \sim w_{\geq t'}' : t' \in \text{int}(t, A), t' \in w' \text{ and } w' \in P\}
\]

Our definition of interventions is illustrated in Figure 3.22.
Lastly, recall our proposal in section 3.2.4 whereby $A$ is sufficient for $C$ ($A \vDash C$) at a world $w$ just in case $C$ is true at every $A$-world in the modal horizon $mh_{P,t}(w, A)$, and the conditional $A > C$ is true at $w$ just in case the world $C$ is true at the selected $A$-worlds in modal horizon $mh_{P,t}(w, A)$.

Where $P$ is the set of nomically possible worlds, $t$ the intervention time, and $s$ the selection function,

\[
\begin{align*}
A &\vDash C \text{ is true at } w \iff mh_{P,t}(w, A) \cap |A| \subseteq |C| \\
A &> C \text{ is true at } w \iff s(w, mh_{P,t}(w, A) \cap |A|) \in |C|
\end{align*}
\]

With these entries we correctly predict the truth of (36), repeated below.

\[(36)\]  
\begin{align*}
a. \ & \text{If the switch were down, the light would turn on.} \\
b. \ & \text{The light is off because the switch is up.}
\end{align*}

Currently, the switch is down and the light is off. Where $A$ is the sentence \textit{the switch is down/not up}, recall that $A$-variants of the current state are the moments containing the state of the light being off. When we then restrict to those $A$-variants where $A$ is true (i.e. where the switch is down), we see that in all possible continuations of this moment, the light turns on. So at this moment the switch being down is sufficient for the light to be on and predict (36a) to be true. Moreover, when we restrict to the $A$-variants where the switch is up, every possible continuation contains a state where the light is off, so the switch being
up is sufficient for the light to be off. Since both of these sufficiencies hold, we predict (36b) to be true, as desired.

3.6.3 Imagining changes to the laws

In addition to imagining changes to ordinary properties like shape and colour, we can imagine changes to the laws of nature themselves. For example, it is often said that the physical constants are finely tuned for stars to form (Smolin 2013). In A Brief History of Time, Hawking writes

(39) If the electric charge of the electron had been only slightly different, stars either would have been unable to burn hydrogen and helium, or else they would not have exploded. (Hawking 1988)

As (39) shows, we use the same linguistic construction to consider changes to the laws as we do changes to ordinary properties. This suggests that there is no difference in principle between imagining a change to ordinary properties or the laws: they make use of the same general imaginative faculty. We would therefore like a single framework that can represent both.

The way we imagine changes to the laws is often structured, or systematic, in the sense that we can imagine changing some laws while fixing other facts. We can imagine what would happen if the gravitational constant were different but the fine-structure constant the same. Or imagine a mug filled with hot coffee and consider (40).

(40) If the mug suddenly turned into ice, the coffee would melt it.

This has a true reading. Now, we may suppose it is not nomically possible for mugs to suddenly turn to ice. Nonetheless, we can imagine this change while fixing the other features of the scenario, such as the fact that there is hot coffee in the mug, as well as the other laws, such as the fact that heat melts ice.

How can we represent structured changes to the laws in the present framework? Note that on this approach the state space and nomic possibility have a different formal character: the state space is structured while nomic possibility is unstructured. A world is either nomically possible or not – that’s all there is to the concept. The present approach uses the structure of the state space to account for the systematic nature of hypothetical reasoning: the fact that we can imagining changing some states while fixing others. One might therefore think that the present framework cannot represent the systematic way in which we imagine changes to the laws, since doing so would cast us out of the realm of nomic possibility altogether and into an unstructured wilderness.

In fact, the present approach can represent the systematic way in which we can imagine changes to the laws. The idea is that when we imagine changes to the laws, we are not imagining a change to what worlds are nomically possible,
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but simply moving to a different set of nomically possible worlds. To do this, we represent changes to the laws as changes to an object’s properties, and let the set of nomic possibilities include states where objects have these different properties. In section 3.4 we proposed that we can represent an object’s properties as parts of it, such as its colour and material. Another property of objects we may consider is how things interact with their environment. By including states representing how an object behaves, we can represent changing the laws in a systematic way. For just as we can change an object’s colour or shape while keeping its other properties, we can change one property of how an object interacts with its environment while keeping the others.

For example, we may represent the value of the gravitational constant as a property of a scenario, as in a physics simulator such as that in Figure 3.23, featuring a slider that allows the user to change the gravitational constant.

Alternatively, we may represent different objects having a different gravitational constant (that is, different objects with the same mass attracting other objects with different force). In such cases our concept of nomic possibility is still defined; for example, we can imagine what would happen if bodies A and B had the same mass, but A nevertheless attracted objects with a greater gravitational force than B. In that case, if A and B begin at a distance, then they will meet closer to A’s original position than to B’s (assuming no external forces). We can represent this reasoning on the present approach by taking, say, the value of an object’s gravitational constant as a property of it, as in Figure 3.24. Since the states $G_A = g$ and $G_B = g'$ do not overlap in this model, the present approach predicts that we can vary the gravitational constant of one while fixing that of the other. To capture our ability to reason with objects of with different gravitational constants, we refine the nomic possibilities accordingly. For example, we might ordinarily say that in every Newtonian nomically possible world containing two bodies of equal mass, the bodies will meet at the

---

27 For discussion of the idea that nomic possibility is determined the properties of objects, see Fine (2002) and Lowe (2005), among others.
midpoint of their centres of mass (assuming no external forces). This implicitly assumes that all bodies have the same gravitational constant. If we drop that assumption, a moment such as \( t \) in Figure 3.24, where \( g \neq g' \), is still in the realm of nomic possibility, so our framework can make predictions about what would happen in the future of such a moment, such as where the two bodies would meet.

### 3.6.4 The intervention time

Our definition of the modal horizon itself does not place any constraints on which intervention time we pick. Some choices are ruled out by how the meaning of conditionals and causal claims interact with general principles of conversation.

Let us say that an intervention time \( t \) is trivial with respect to \( w \) and sentence \( A \) just in case \( A \) is true at every world containing \( w_{\leq t} \) or false at every world containing \( w_{<t} \), where \( w_{<t} \) the initial segment of \( w \) up to \( t \). Principles of conversation require choosing a non-trivial intervention time. For example, when a conditional antecedent is actually false, picking a trivial intervention time results in a trivial meaning for the conditional. For then, given that interventions fix the world up to intervention time, \( A \) is false at every world in the modal horizon, \( mh_{P,t}(w, A) \cap |A| \) is empty, so \( A > C \) is either vacuously true or a suffers from presupposition failure (depending on one’s preferred diagnosis). Either way the conditional is uninformative, ruling out an intervention time after the antecedent becomes false. And when \( A \) is actually true, picking a trivial intervention time violates Condoravdi’s (2002) diversity condition; for then \( A \) is true throughout \( mh_{P,t}(w, A) \), so \( A > C \) is equivalent to \( A \land C \) (by the centering requirement of the selection function), making the conditional construction – and the complex semantics it brings with it – redundant.\(^{28}\)

Furthermore, setting the intervention time of a cause or because claim to after the cause argument is settled results in a trivially false claim. If the cause argument is false this is simply because causal claims entail that their cause occurred. If the cause argument is true, a cause or because claim is trivially false because it entails that the cause is not sufficient for it to produce the effect, which in turn entails that there is a world in the modal horizon where the cause argument is false; in symbols, \( \lnot (\lnot C \gg (\lnot C \text{ produce } E)) \) entails that \( mh_{P,t}(w, \lnot C) \cap |\lnot C| \) is nonempty. But the modal horizon cannot contain a \( \lnot C \)-world if we pick an intervention time after \( C \) has already become true.

While principles of conversation rule out some intervention times, they do not determine the intervention time uniquely. To introduce the effect of different intervention times, consider the image in Figure 3.25 by James Fridman, a graphic designer known for his surprising photo edits.

\(^{28}\)A number of authors also propose that tense in conditionals can shift when hypothetical possibilities are accessed (Arregui 2007, Ippolito 2013, Khoo 2015, 2017). On these accounts, tense in conditionals also constrains what we call the intervention time.
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At the risk of analysing the humour away, Fridman’s joke is a play on intervention time. The person requesting the edit is hoping for a sudden intervention, one where the wet floor sign miraculously vanishes and we see the resulting image exactly at intervention time. In Fridman’s reply, the intervention time and the time when we evaluate the image are split. The sign disappears, and some time passes before we see the image.

Let us turn to the role of intervention time in our interpretation of conditionals. Consider a common cause structure, such as a light switch connected to lights A and B, depicted on the right.\(^{29}\) When the switch is flicked down, light A turns on, and a bit later light B turns on. Suppose that both lights were off. The switch was flicked down. Light A turned on, then light B turned on. Consider (41) in this context.

\begin{align*}
(41) & \quad \text{a. If light A were off, light B would be off.} \\
      & \quad \text{b. If light A turned off, light B would turn off.}
\end{align*}

Intuitively, these have a true reading in this scenario, called a backtracking reading (see e.g. Lewis 1979, Arregui 2005, Khoo 2017).\(^{30}\) This suggests that when

\(^{29}\)For previous discussion of the semantics of conditionals in common cause scenarios, see Hiddleston (2005).

\(^{30}\)We use both were off and turned off to show that the true reading is available for both stative (is off) and eventive (turn off) antecedents.
we interpret (41) we can vary the position of the switch. We can show this more directly with (42).

(42) a. If light A were off, the switch would be in a different position.
b. If light A turned off, the switch would be in a different position.

These also have a true reading.31 This shows that the intervention time does not have to be the time when the eventuality described by the conditional antecedent occurs. For example, when we interpret (41b) and (42b) we intervene before light A turns off.

We can account for the acceptability of the sentences in (41) and (42) by assuming that the state of the switch being down is exactly relevant to Light A is off. For given that this state is also nomically relevant to Light A is off, when we interpret these sentences we allow the state of the switch to vary. When we restrict to the nomically possible worlds containing the remaining states where light A is off, we find light B is also off, so we predict (41) and (42) to be true.

Turning to causal claims, consider the following sentences in the same context.

(43) a. Light A turning on caused light B to turn on.
b. Light B turned on because light A turned on.

These sentences are intuitively unacceptable. Among counterfactual dependence approaches to causation, a typical explanation for their falsity is that causal claims do not allow for backtracking interpretations (see e.g. Lewis 1979). The idea is that when we intervene to turn light A off on a non-backtracking reading, the switch does not change, so light B still does not turn off.

If $C$ cause $E$ and $E$ because $C$ required there to be some world in $\text{mh}_{P,t}(w, \neg C)$ where $E$ is false, a ban on backtracking would indeed account for the unacceptability of (43). However, we have independent evidence that cause and because

\[\text{Lewis (1979:458) writes that “Back-tracking counterfactuals, used in a context that favors their truth, are marked by a syntactic peculiarity. They are the ones in which the usual subjunctive conditional constructions are readily replaced by more complicated constructions: ‘If it were that... then it would have to be that...’ or the like.” (for discussion see Arregui 2005:Ch. 3). The acceptability of (41) and (42) shows that backtracking readings do not require this ‘syntactic peculiarity’. There is, nonetheless, a contrast between the following.}\]

(i) a. ??If light A were off, the switch would move to a different position.
b. ??If light A turned off, the switch would move to different position.

(ii) a. If light A were off, the switch would have to have moved to a different position.
b. If light A turned off, the switch would have to have moved to different position.

\[\text{Enç (1996) and Condoravdi (2002) propose that modals shift the time of evaluation of their prejacent. Following this idea, we propose that the time when a conditional consequent is evaluated begins with the time when the antecedent is true, rather than the intervention time. This accounts for the unacceptability of (i). The extra have in (ii) backshifts the consequent’s evaluation time, rescuing them.}\]
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claims can be true even when the effect would have happened anyway (e.g. the Billy and Suzy case from Hall 2004). Such cases of overdetermination show that $C$ cause $E$ and $E$ because $C$ can be true even when $E$ is true at every world in $mh_{P,t}(w, \neg C)$.

Following Beckers (2016), and put in terms of the present account, we propose that $C$ cause $E$ and $E$ because $C$ require the truth of $\neg((\neg C \gg (\neg C$ produce $E))$, i.e. they require the existence of a world in $mh_{P,t}(w, \neg C)$ where $\neg C$ does not produce $E$. According to the analysis of production we offer, in the common-cause context above every world in $mh_{P,t}(w, \neg C)$ is one where light A turning off does not produce light B to turn on. A fortiori, there is a world in $mh_{P,t}(w, Light A turns off)$ where light A turning off does not produce light B to turn on. But far from predicting the causal claims to be unacceptable, this is precisely what cause and because require. We therefore need an alternative account of why (43) are unacceptable. We propose they are unacceptable since cause and because entail that the cause produced the effect (see chapter 5 for an analysis of production).

As well as accounting for overdetermination readings, this account preserves the idea from section 3.2 that counterfactuals and causal claims raise hypothetical scenarios in a uniform way. For we can maintain that the modal horizon $mh_{P,t}(w, A)$ is present in the semantics of both conditionals and causal claims. We do not need to stipulate that causal claims use a special non-backtracking modal horizon. Rather, we trace the difference between (41) and (43) to an independently-motivated difference between conditionals and causatives: the fact that causatives involve production while conditionals do not.

Now, if our uniformity hypothesis – that conditionals and causal claims raise hypothetical scenarios in a uniform way – is correct, and the intervention time can backshift when interpreting conditionals, we would also expect it to be able to backshift when we interpret causal claims. In other words, just as conditionals have backtracking readings, we would expect causal claims to have backtracking readings too. This is a surprising, perhaps radical prediction of our uniformity hypothesis, in light of the longstanding stipulation among counterfactual dependence analyses of causation that backtracking readings are forbidden in the interpretation of causal claims.

Remarkably, this prediction appears to be borne out. Recall the robot context. Suppose the robot has to take walk, with treasure at the end of one of the roads. When the robot reaches a fork in the road, it decides randomly which way to turn. On Monday morning the robot was placed on the starting point. It then turned left on Monday at random, and on Tuesday turned right at random, reaching the treasure. Consider (44) in this context.

\begin{enumerate}
\item The robot reached the treasure because it turned right on Tuesday.
\item The robot turning right on Tuesday caused it to reach the treasure.
\end{enumerate}
(44) can sound quite good. They also appear to have a reading on which they are not acceptable. This reading is subtle, but can be brought out by considering that the robot could have instead turned right on Monday and then again right on Tuesday. In that case it would have missed the treasure. We make this reading of (44) salient in the sentences below, which while cumbersome, are nonetheless interpretable.

(45)  
\begin{enumerate}
\item Given how things were on Monday morning, the robot reached the treasure because it turned right on Tuesday.
\item Given how things were on Morning morning, the fact that the robot turned right on Tuesday caused it to reach the treasure.
\end{enumerate}

The fact that (44) have a false reading shows, I believe, that when we interpret (44) we do not have to fix the fact that the robot turned left on Monday. This suggests that when we interpret a causal claim we do not have to fix things that happened before the time when the cause became true.\footnote{Though we seem to have a default preference for later intervention times (see Khoo 2017).} In other words, just as there are backtracking conditionals, there are also backtracking causatives.\footnote{Shifts in intervention time seem especially easy with stative causes. For example, suppose Ali’s parents are monolingual Farsi speakers and raised him speaking Farsi, and consider:}

\begin{enumerate}
\item a. Ali understands what his parents are saying because he speaks Farsi.
\item b. The fact that Ali speaks Farsi causes him to understand what his parents are saying.
\end{enumerate}

(i)  
These sentences have a true reading. If, however, we emphasise that Ali’s parents taught him to speak, we can reason that if Ali didn’t speak Farsi he would still speak his parents’ language, and so understand what they are saying. On this reading the sentences in (i) are unacceptable.
require that $C$ produce $E$, but light $A$ turning on did not produce light $B$ to turn on, we predict (43) to be unacceptable. The upshot is that we get to keep the idea that conditionals and causatives raise hypothetical scenarios in a uniform way; that we have a general ability to consider hypothetical scenarios in response to a sentence which we use when we interpret conditionals and causatives alike.

### 3.7 Exploring the present proposal

The proposal in (18) leaves many things open; namely, what the aboutness relation is, when the intervention time should be, which worlds are nomically possible, and which selection function is used. Nonetheless, our proposal already makes some concrete predictions about sufficiency and would-conditionals.

We predict the strength ordering in Figure 3.27: if $A$ entails $C$ then $A$ is sufficient for $C$, which in turn implies the truth of the conditional $A > C$, which in turn implies the truth of the material conditional $A \supset C$, as expected.

<table>
<thead>
<tr>
<th>Entailment (\models)</th>
<th>Sufficiency (\gg)</th>
<th>Conditional (&gt;)</th>
<th>Material conditional (\supset)</th>
</tr>
</thead>
</table>

Figure 3.27: Strength ordering between four relations of inference.

Entailment implies sufficiency since, given that every world where $A$ is true, $C$ is true, then in particular, every world in the modal horizon where $A$ is true, $C$ is true. Sufficiency implies the conditional because $s$ is a selection function: by the success condition in (14), the world $s(w, p)$ is selected from among the worlds where $p$ true; so if $C$ holds throughout the set $mh_{P,t}(w, A) \cap |A|$, then $C$ also holds at the world selected from this set. Lastly, the conditional implies the material conditional due to the selection function and the fact that our proposal validates the following analogue of weak centering: every nomically possible world is in its own modal horizon.

\[(46)\quad \text{For every sentence } A, \text{ moment } t, \text{ set of worlds } P \text{ and world } w \in P, \quad w \in mh_{P,t}(w, A).\]

To see why this holds, note that every moment is an $A$-variant of itself. This follows immediately from the definition of $A$-variant: for any moment $t$ and sentence $A$, every part of $t$ that does not overlap a state $A$ is about is, of course, part of $t$. Then as the actual world $w$ is nomically possible, $w$ (which is just the concatenation of its past, present and future, $w = w_{<t} \sim w_{\geq t}$) is in the modal horizon $mh_{P,t}(w, A)$. And because the selection function is strongly centered, if $A$ is true at $w$ then $w$ is in $mh_{P,t}(w, A)$, so the selection function must select it. Altogether, then, if $A > C$ and $A$ are true at $w$, $C$ is too.
Since consequents are evaluated using ordinary truth at a world, our proposal validates the familiar rules of triviality ($A \rightarrow \top; A > \top$), identity ($A \rightarrow A; A > A$), right weakening,

\[
\begin{align*}
& A \rightarrow B \quad B \models C \\
& \downarrow \\
& A \rightarrow C
\end{align*}
\]

and the conjunction rule

\[
\begin{align*}
& (A \rightarrow B_1) \land (A \rightarrow B_2) \land \cdots \models A \rightarrow C \\
& (A \rightarrow B_1) \land (A \rightarrow B_2) \land \cdots \models A \rightarrow C
\end{align*}
\]

Infamously, Lewis’s (1973) semantics does not validate the conjunction rule for conditionals, owing to failures of the limit assumption. We will further discuss this rule in section 4.3, when we consider scenarios where our intuitive concept of similarity violates the limit assumption. In contrast, the present approach validates the conjunction rules ‘out of the box’ – without terms and conditions.

Note that on the present approach the rules discussed in this section are valid regardless of how we fill in the parameters of interpretation; that is, regardless how we analyse the notion of aboutness, what intervention time we choose, which worlds are nomically possible and which selection function is at play. These validites are guaranteed by the formal architecture of the account alone. This is a welcome result, since these principles are some of the most incontrovertible facts we have about sufficiency and the conditional.

### 3.7.1 What is aboutness?

The foreground of a sentence is the set of states we allow to vary when that sentence appears as a conditional antecedent or as the cause argument in a causal claim. We took a sentence’s foreground to be the set of states it is in some sense about. What does it mean for a sentence to be ‘about’ a state? A natural idea is that a sentence is about the states that are in some sense ‘directly responsible’ for the sentence having the truth value it has. We will explore one way to analyse this idea, by decomposing it into two relevance conditions. First, a **nomic relevance** condition: every state sentence $A$ is about is ‘nomically relevant’ to $A$, in a sense to be made precise; second, an **exact relevance** condition: every state $A$ is about is in some sense exactly relevant to the truth or falsity of $A$.

\[
(47) \quad \text{Proposal. A sentence } A \text{ is about a state } s \text{ just in case } s \text{ is nomically relevant to } A \text{ and exactly relevant to } A.
\]
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We analyse each notion in turn.

**Nomic relevance.** Let us define nomic relevance as follows.$^{34}$

(48) State $s$ is nomically relevant to sentence $A$ just in case
   a. $A$ is true at every nomically possible world containing $s$; or
   b. $A$ is false at every nomically world containing $s$; or
   c. $A$ is true at every nomically possible world not containing $s$; or
   d. $A$ is false at every nomically possible world not containing $s$.

Note that our definition of nomic relevance takes into account which worlds are nomically possible. So we predict that what a sentence is about also depends on the nomic possibilities.

To test this prediction, imagine a variant of the common cause structure in section 3.6.4, where this time each light has its own switch. Consider (41) again.

(41) a. If light $A$ were off, light $B$ would be off.
   b. If light $A$ turned off, light $B$ would turn off.

In this context (41) are unacceptable. Recall that they were fine in the one-switch context. Why the contrast?

In the one-switch context, the state of the switch connected to light $B$ is nomically relevant to *Light $A$ is off*, while in the two-switch context it is not (Figure 3.28).

![Diagram](image)

Figure 3.28

The nomic relevance constraint ensures that in the two-switch context *Light $A$ is off* is not about the state of B’s switch, so when we interpret (41) in the two-switch context we fix the state of B’s switch. For every moment containing the state of switch $B$ being up, every nomically possible future of this moment

$^{34}$This definition is inspired by the definition of orthogonality from Lewis (1988). Formally, a world $w = (M, ≤)$ contains a state $s$ just in case $s ≤ t$ for some moment $t_i ∈ M$. 
is one where light B is on. So given the nomic relevance constraint, we correctly predict (41) to be false in the two-switch context.

The nomic relevance constraint helps account for a wide range of facts we intuitively fix when we construct hypothetical scenarios. Take (49).

(49)  
(a) If I had pushed the power button, the TV would have turned on.  
(b) Context: I pushed the power button and the TV turned on.  
   (i) Pushing the power button caused the TV to turn on.  
   (ii) The TV turned on because I pushed the power button.

We can accept these sentences even though pushing the button is not sufficient by itself for the TV to turn on. When we evaluate them we fix the fact that the TV is plugged in, that the electricity is working and countless other states, too many to explicitly list. These are not nomically relevant to I pushed the power button. For example, there is a world where the electricity is working and I push the button, a world with electricity where I don’t, a world without electricity where I do, and a world without electricity where I don’t. The nomic relevance constraint therefore correctly predicts that the sentence I pushed the power button is not about these states.

The nomic relevance constraint also helps account for the fact that when we construct hypothetical alternatives, we do not imagine changes to the laws themselves unless explicitly told to do so (an observation made by Seelau et al. 1995, Byrne 2005:10 and Veltman 2005, among others). Consider (50).

(50) If Rosie had let go of the ball, it would have fallen.

As a matter of fact, when we interpret (50) we fix the fact that there is gravity. How do we intuitively know to do so? We may suppose that part of the scenario, call this state GRAVITY, determines that the ball falls when dropped. To capture the fact that we fix GRAVITY when we interpret (50), we need $A = \text{Rosie let go of the ball}$ to be about this state. Happily, it turns out that the nomic relevance constraint guarantees this. Given our definition of nomic relevance in (48), GRAVITY is not nomically relevant to $A$. This is because there are worlds with gravity where Rosie lets go of the ball, worlds with gravity where she holds on to it, worlds without gravity where she lets it go, and worlds without gravity where she holds on to it. Compare this with (51).

(51) If Rosie had let go of the ball and gravity had stopped working, it would have fallen.

While GRAVITY is not nomically relevant to $A$, it is nomically relevant to $A \land B = \text{Rosie let go of the ball and gravity stops working}$, since every world containing GRAVITY is a world where $A \land B$ is false. This allows $A \land B$ to be about the state GRAVITY, as desired.

In general, then, for any sentence $A$ that does not mention the laws, the parts
of the world that guarantee the truth of the laws are not nomically relevant to \( A \). The nomic relevance constraint therefore predicts that when we imagine \( A \) true, we do not imagine changes to the laws.

**Exactness.** By itself, nomic relevance is too permissive in what states it allows a sentence to be about. The way we construct hypothetical scenarios is often surgical, varying a part of the world at a moment in time while leaving the rest intact. We saw this in our initial example, repeated below.

\[
\begin{align*}
(1) \quad & \text{a. The light is off because switch A is down.} \\
& \text{b. If switch A were up, the light would be on.}
\end{align*}
\]

When we interpret (1) we vary the position of switch A but not switch B. Now, the state of both switches \( \bullet \bullet \) is nomically relevant to *switch A is down* but this sentence is not about this state. Intuitively, *switch A is down* is not about the state of both switches because that state has a part that is irrelevant to the truth of sentence: the state of switch B. We therefore add an ‘exact relevance’ constraint:

\[\text{(52) For every sentence } A, \text{ every state } A \text{ is about is exactly relevant to } A.\]

Since a state can be nomically relevant to a sentence without the sentence being about the state, it is the exactness of exact relevance that accounts for the exactness of our imagination when we consider hypothetical scenarios in response to a sentence.

The big question is what it means for a state to be exactly relevant to a sentence. Philosophers have recently paid much attention to this question, particularly in work on aboutness (Yablo 2014, Hawke 2018, Berto 2018) and truthmaker semantics (Fine 2017b). Fine (2017b) introduces two relations, called *exact verification* and *exact falsification*, between states and sentences. The guiding idea is that a state exactly verifies a sentence just in case it is wholly relevant to the truth of the sentence, and exactly falsifies a sentence just in case it is wholly relevant to the falsity of the sentence.

While Fine does not analyse what it means for a state to exactly verify or falsify a sentence, in many cases the notion is perfectly clear. For example, the state \( \bullet \bullet \) exactly verifies *switch A is down* and exactly falsifies *switch A is up*, and it is the only state of Figure 3.18 to do so.

An longstanding issue in the literature on exact relevance is the relationship between exactness and minimality. Let us say that a state *settles* a sentence just in case the sentence is true at every nomically possible world containing the state or false at every nomically possible world containing the state. We also say that a state *minimally settles* a sentence just in case it settles the sentence and no proper part of the state also settles the sentence. Can a sentence be about a
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state without the state without minimally settling the sentence? To answer this, consider (53).

(53)  a. There is mud.
     b. There are infinitely many stars.
     c. This is moving.

Kratzer (2012:166) points out that, if we assume mud is mud ‘all the way down’ – every proper part of mud is itself mud – then the sentence There is mud has no minimal situations where it is true. Neither does There are infinitely many stars (Kratzer 1990, 2002, 2012:171). Every state containing infinitely many stars has a proper part (a smaller infinite collection of stars) that still settles the sentence, and a proper part (a finite collection of stars) that does not settle the sentence. Fine also warns against defining exactness in terms of minimality, pointing out that for the sentence This is moving, “we may well maintain that any verifier (the motion of the object through an interval of time) will contain another verifier as a proper part” (2017:564).

Now consider what scenarios we imagine when the sentences in (53) appear as a because-clause or conditional antecedent. For example, suppose there are infinitely many stars. Then no state minimally settles that there are infinitely many stars. So if minimally settling a sentence were required for the sentence to be about the state, we would predict that every state is held fixed when we interpret the antecedent $A = \text{If there were finitely many stars, ....}$ But then we would keep the fact that there are infinitely many stars and would predict $A$ to be unimaginable, in the sense that there is no world in $A$’s modal horizon where $A$ is true. Clearly, there are infinitely many stars must be about a state consisting of infinitely many stars even though that state does not minimally settle the sentence.

The lesson I draw from these examples is that aboutness depends not only on which states settle a sentence but also on its logical structure. Notice that the sentences in (53) are all in some sense logically complex. For example, There is mud is a quantified sentence. A logically simpler sentence, such as Region $r$ is mud, has a minimal state settling it: $r$ itself – assuming ‘is mud’ means ‘is mud throughout’. For any proper subregion $r'$ of $r$ does not verify that region $r$ is mud throughout. One can proceed to analyse other expressions in terms of this predicate and logical terms; for example, we can analyse Region $r$ contains mud as $r$ has a subregion that is mud.

Or take This is moving. In logic class – say, when introducing propositional or first-order logic – we would typically call this an atomic sentence. At the same time, one can decompose its meaning in terms of tense and aspect. Adopting event semantics (e.g. Davidson 1967a, Parsons 1990), for example, and adopting

---

35 Other approaches that appeal to logical structure include Fine’s truthmaker semantics (Fine 2017b) and the proposal by Deigan (2020).
a standard meaning for the imperfective (Klein 1994, Kratzer 1998), we can represent the meaning of *This is moving* as

\[ \exists e (move(e) \land \text{agent}(e) = x \land \text{runtime}(e) \subseteq t), \]

where \( e \) ranges over eventualities (events or states), \( x \) is the referent of *this* and \( t \) the time of evaluation.\(^{36}\) Just as we assumed ‘is mud’ means ‘is mud throughout’, we assume that *move* in the formula above means ‘move throughout’. Then \( e \) minimally settles *move*\((e)\). In general, we can take our atomic sentences to be of the form \( P(e) \), where \( e \) is an eventuality.\(^{37}\)

The sentences in (53), then, are not obstacles to defining exact relevance in terms of minimality plus logical structure; that is, defining exact relevance in terms of minimality for atomic sentences and extending this compositionally to logically complex sentences with exact relevance clauses for the logical terms. One might therefore be tempted to say that an atomic sentence is about the set of states that minimally settle it. (This proposal automatically satisfies the nomic relevance constraint.) As a matter of fact, for every atomic sentence we consider in this essay, the states we assume it is about are indeed the states that minimally settle it. Nonetheless, there is clearly much more to say on this topic than we can here, so we will adopt a tolerant approach: nothing we say in what follows will assume that exact relevance for atomic sentences can be defined in terms of minimality. One does not need to assume this to apply the present framework. Chapter 4 we discuss ways to define exact relevance for logically complex sentences in terms of exact relevance for atomic sentences, which does not require defining what it means for a state to be exactly relevant to an atomic sentence.

### 3.7.2 Aboutness for random variables

In section 3.4.3 we saw how to generate a state space from a set of random variables, such as those used in structural causal models (Pearl 2000). Random

---

\(^{36}\)It is natural to wonder what part of the world is responsible for the truth of sentences such as \( \text{agent}(e) = x \) and \( \text{runtime}(e) \subseteq t \). We address this in section 4.2.4.

\(^{37}\)Though one may decompose further, classifying sentences of the form \( P(e) \) as non-atomic. For example in lexical semantics one can decompose \( \text{open}(e) \) (event \( e \) is an opening event) using operators such as \( \text{act, cause and become} \) (Dowty 1979, Grimshaw 1993). Some commonly cited evidence for this view comes from scope ambiguities with adverbs such as *again* (e.g. Morgan 1969, McCawley 1973, Dowty 1979, von Stechow 1995), as in (i) from Levin (2005).

(i) \[ \begin{align*}
\text{Tracy opened the door again.}
\text{a. Repetitive reading: } & [ \text{again } [ [ \text{Tracy} \ \text{act} ] \ \text{cause} [ \ \text{become} [ \ \text{door} \ \text{open} ] ] ] ] \\
& \text{‘Tracy yet again performed the activity of opening the door.’}
\text{b. Restitutive reading: } & [ [ \text{Tracy} \ \text{act} ] \ \text{cause} [ \ \text{become} [ \ \text{again } [ \ \text{door} \ \text{open} ] ] ] ] \\
& \text{‘Tracy brought it about that the door was once more open (though she may not have opened the door previously).’}
\end{align*} \]
variables also generate a natural interpretation of aboutness. For any variable $X$ with value $x$, $X = x$ be about the set of variable assignments that assign a value to $X$ and only to $X$. Similarly, where $\vec{X}$ is a sequence of variables and $\vec{x}$ a sequence of values for each variable, let $\vec{X} = \vec{x}$ be about the variable assignments that assign a value all and only the variables in $\vec{X}$.\footnote{An alternative approach, one similar to a proposal by Fine (2012b:243), is to let $\vec{X} = \vec{x}$ be about the fusions of the variable assignments that assign a value all and only the variables in $\vec{X}$. This is equivalent to the approach adopted above given our use of overlap in the definition of $A$-variants (Definition 3.6.1), since for any set of states $T$ with fusion $\bigcup T$, every state in $T$ overlaps $\bigcup T$, so when we remove one, we remove the other too.}

$$\vec{X} = \vec{x} \ is \ about \ s \ \ just \ in \ case \ \ s : \vec{X} \rightarrow R(\vec{X})$$

In work applying structural causal models to conditionals and causal claims it is common to restrict causes and conditional antecedents to conjunctions of literals.\footnote{For example, Pearl (2000:§7.4.2) restricts his semantics of counterfactuals to conjunctions of literals, and Halpern (2016) and Beckers and Vennekens (2018) restrict causes to conjunctions of literals. Though see Briggs (2012) and Ciardelli, Zhang, and Champollion (2018) for semantics of conditionals based on structural causal models that allow for sentences of greater logical complexity.} Our procedure for generating state spaces and aboutness from random variables shows that the present approach matches the expressive power of approaches to conditionals and causal claims that use random variables. Going further, chapter 4 considers ways to extend the aboutness for atomic sentences to aboutness for logically complex sentences.

### 3.7.3 Capturing sufficiency violations

We can distinguish two ways for sufficiency to fail: due to the openness of the future, and due to the various ways for sentences to be true. The robot example in (2) show the first kind, while the passport examples in (3) show the second.

(2)  
\begin{itemize}
  \item The robot turns at random. It took First Street and then Road B.
  \item a. The robot took Road B because it took First Street.
  \item b. The robot taking First Street caused it to take Road B.
\end{itemize}

(3)  
\begin{itemize}
  \item a. Ali has an Irish passport because he was born in Europe.
  \item b. The fact that Ali was born in Europe caused him to get an Irish passport.
\end{itemize}

Our proposal can capture both kinds of sufficiency violation. This is because our definition of the modal horizon takes into account both $A$-variants, giving us the different ways for the cause to hold, as well as the nomically possible continuations of each $A$-variant, giving us the openness of the future.

Take the robot example. We assume the intervention time $t$ is just before the robot took First Street. Intuitively, there is only one way for the robot to take
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First Street. That is, there is only one The robot took First Street-variant of \( t \) where the robot takes First Street; namely, \( t \) itself. But there are two nomically possible continuations of \( t \): one where it takes Road A and one where it takes Road B. So among the worlds in the modal horizon where the robot takes First Street is one where it takes Road A. That is, we predict that the robot taking First Street was not sufficient for it to take Road A, and since cause and because imply that the cause was sufficient for the effect, we correctly predict (2) to be unacceptable.

Turning to the passport case, we suppose that the event of Ali’s birth is exactly relevant to Ali was born in Europe. Given that Ali was born in Ireland, intuitively, every part of the world in which he was born in Europe is a part of the world in which we was born in Ireland. There is no indeterminate state of Ali being born somewhere or other in Europe. Then every state that is part of the actual world in which Ali was born in Europe is about is – or at least overlaps – a state in which Ali was born in Ireland, and is therefore removed when we interpret (3). The actual world has Ali was born in Europe-variants where Ali was still born in Europe but outside Ireland. Given that, in some of these worlds, Ali does not have an Irish passport, Ali was born in Europe is not sufficient for Ali has an Irish passport, and we predict (3) to be unacceptable, as desired.

For a second example, one with a simpler state space, recall (9).

(9) Let \( x \) and \( y \) be numbers, where \( x \neq 0 \) and \( y = 0 \).
   a. \( xy \) is 0 because \( y \) is less than 10.
   b. \( xy \) is 0 because \( y \) is 0.

Consider a state space where each state represents an assignment of values to some variables, depicted in Figure 3.29.

\[
(x = 0, y = 0) \cdots (x = n, y = 0) \cdots (x = n, y = m) \cdots
\]

\[
\begin{array}{c}
x = 0 \cdots x = n \cdots y = 0 \cdots y = m \cdots
\end{array}
\]

Figure 3.29

We are given in (9) that \( x \neq 0 \), and so \( x = n \), for some nonzero \( n \). Then the actual world of this toy state space is \((x = n, y = 0)\). We assume that \( y = 0 \) is exactly relevant to \( y \) is 0 and \( y \) is less than 10. There is no indeterminate state settling that \( y \) is some or other number less than 10 without settling what precise number \( y \) is. Since the state \( x = n \) does not overlap the state \( y = 0 \), a world is a \( y \) is less than 10-variant of \((x = n, y = 0)\) just in case it contains the state \( x = n \). When we restrict to those variants where \( y \) is less than 10, we find plenty where
xy is not zero: \((x = n, y = 1), (x = n, y = 2)\), and so on. Then \(y\) is less than 10 is not sufficient for \(xy\) is 0 and we predict (9a) to be unacceptable.

In contrast, when we interpret (9b) the variants are the same but the restriction is stronger. We restrict to those variants where \(y\) is 0. The only such variant is \((x = n, y = 0)\), in which case \(xy\) is 0, so we predict that \(y\) is 0 is sufficient for \(xy\) is 0 and hence that (9b) is acceptable (given that it also satisfies the other requirements of \(because\)).

This illustrates how the present approach captures failures of sufficiency. This is important since, as discussed in section 3.2.1, if we had instead defined the modal horizon as the most similar (or minimally different) worlds where the cause argument is true, then when that sentence is actually true we would expect the modal horizon to only contain the actual world. In section 4.4.1 we will see that a similar result holds in Kratzer’s semantics of conditionals.

### 3.8 The boundless imagination

One of the most striking features of the imagination is its boundlessness. We can imagine all sorts of bizarre eventualities: teleportation, a rabbit appearing in a top hat, a switch spontaneously turning off. So far we have presented a general recipe to change a state to allow a sentence to become true. What we would like is a blanket guarantee that whenever a sentence is true at some world – any world, no matter how remote – then regardless of which world we happen to find ourselves in, we can imagine a world where that sentence is true. Our imagination should be free to roam the outermost reaches of logical space, if needed, without being tripped up by actuality. In formal terms, this boundlessness of the imagination is captured by the following principle.

\begin{equation}
\text{(54) Boundless imagination principle.} \quad \text{For any set of worlds } P, \text{ moment } t, \text{ world } w \text{ and sentence } A, \text{ if } A \text{ is true at some nomically possible world, then } A \text{ is true at some world in } \text{mh}_{P,t}(w, A).
\end{equation}

The boundless imagination principle ensures that whenever we interpret a conditional \(A \succ C\) or sufficiency claim \(A \Ra C\) where \(A\) is nomically possible, \(\text{mh}_{P,t}(w, A) \cap |A|\) will be nonempty, so the claim will not be trivial.

It turns out the boundless imagination principles are guaranteed to hold given the following principle, which we call modularity, together with some mild auxiliary assumptions. Let us say that a state \(s\) determines a sentence \(A\) just in case \(A\) is true in every nomically possible world containing \(s\). Let us also say that \(s\) properly determines \(A\) just in case \(s\) determines \(A\) and there is a nomically possible world where \(A\) is true and a nomically possible world where \(A\) is false.

\begin{equation}
\text{(55) Modularity.} \quad \text{For any state } s \text{ and sentence } A, \text{ if } s \text{ properly determines } A \text{ then } s \text{ overlaps a state } A \text{ is about.}
\end{equation}
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Let me briefly comment on the intuitive meaning of modularity. I think of it as a locality axiom. It relates a global notion – proper determination – which is defined in terms of worlds, with a local notion: overlap. In other words, proper determination is a long-distance relation while overlap is a close relation. This is similar to how locality is understood in physics. For instance, Newton’s theory of gravity is non-local since gravity acts instantaneously at a distance, while Einstein’s theory respects locality since gravity acts through the local curvature of spacetime. Modularity is a locality axiom in the sense that it requires a certain kind of distant relation to imply a certain kind of close relation.

We adopt the word ‘modular’ from its use in engineering. A smartphone, for example, is called modular when one can change parts of it while leaving the rest intact. Modularity in this sense is stronger than simply having individually identifiable parts. For example, with Apple’s phones we can identify the battery, the motherboard, the screen, and so on, but this is not enough for Apple phones to count as modular, since their parts are only compatible with very specific parts from the same company. In the same way, for a state space to count as modular it is not enough that we can identify separate states. Modularity requires that the states interact with aboutness in particular way. To illustrate, let us imagine that each nomically possible world is an existing smartphone. Let \( s \) to be an Apple charging port. Then given Apple’s proprietary design, \( s \) determines \( A \), that the screen is also made by Apple. And since there are phones not made by Apple, \( s \) properly determines \( A \). Then for the phone to count as modular according to our modularity axiom, when we imagine the phone with a different screen, we have to imagine the charging port changing too. Since we can intuitively imagine changing the screen but not the charging point, Apple phones do not count as modular on our definition – agreeing with what engineers have said about Apple phones.

The boundless imagination principle follows from modularity together with the following auxiliary assumptions.

\[ (56) \text{ Auxiliary assumptions.} \]

a. Parthood principles: bounded completeness and no emergent parts.

b. Negation invariance: every sentence is about the same states as its negation.

c. The intervention time \( t \) is set to before \( A \) becomes true:
   if \( A \) is true at \( w' \) then it is also true at \( w_{\neq t} \sim w'_{\neq t'} \) for any worlds \( w, w', \) sentence \( A \) and \( A \)-variant \( t' \) of \( t \).

These are all quite plausible. We already met the parthood principles in section

\[^{40}\text{Of course, our true concept of nomic possibility is broader than this. A phone can be nomically possible without currently existing. We artificially restrict the notion of nomic possibility here to illustrate the failure of modularity. Actually, I have not found any natural cases where modularity fails. This raises the interesting question whether modularity is a conceptual truth.} \]
3.3.3, where they were needed to ensure fusions are well-behaved. Negation invariance also holds under the analysis of aboutness in section 3.7.1 and chapter 4. The third condition says that when a sentence it true at a world, it remains true when we glue on the actual past up to intervention time. This is plausible given a ban on trivial intervention times, discussed in section 3.6.4.

3.8.1. Proposition. Every imaginative structure satisfying the conditions in (56) and modularity satisfies the boundless imagination principle.

Proof. We use the single-state definition of $A$-variants from section 3.6.1. Pick any state $s$, sentence $A$, intervention time $t$ and set of nomic possibilities $P$. Suppose further that there is a nomically possible world where $A$ is true. Either $t - A$ exists or it does not.

Suppose $t - A$ exists. Recall from section 3.6.1 that $t - A$ is the largest part of $t$ that does not overlap the $A$-part of $t$. It follows from the definition that $t - A$ does not overlap any state $A$ is about. For suppose it did: some state $u$ is part of both $t - A$ and a state $A$ is about. Then $u$ is one of the $A$-parts of $t$, and is therefore part of $A$-part$(t)$. But then $t - A$ overlaps $A$-part$(t)$, contradicting the definition of $t - A$. Then $t - A$ does not overlap any state $A$ is about. Since $A$ and $\neg A$ are about the same states, $t - A$ does not overlap any state $\neg A$ is about. Then by modularity (55), $t - A$ does not properly determine $\neg A$: either (i) $A$ is true at every nomically possible world, (ii) $A$ is false at every nomically possible world, or (iii) $s$ does not determine $\neg A$.

(i) Suppose $A$ is true at every nomically possible world. Since the actual world is nomically possible, $A$ is true at $w = w_{<t} \sim w_{\geq t}$, and $w_{<t} \sim w_{\geq t} \in mh_{P,t}(w, A)$ since $t$ is an $A$-variant of itself. Case (ii) is ruled out by our assumption that $A$ is true at some nomically possible world. (iii) So suppose $s$ does not determine $\neg A$: there is a nomically possible world $w'$ containing $t - A$ where $A$ is true. Then $t - A$ is part of $t'$ for some $t' \in w'$, so $w_{<t} \sim w'_{\geq t'} \in mh_{P,t}(w, A)$. And since the intervention time is set to before $A$ is settled, $A$ is also true at $w_{<t} \sim w'_{\geq t'}$.

Now suppose $t - A$ does not exist. Since parthood is bounded complete and has no emergent parts, by Fact 3.6.2, every moment is an $A$-variant of $t$. Then since there is a nomically possible world $w'$ where $A$ is true, for any moment $t' \in w'$, we have $w_{<t} \sim w'_{\geq t'} \in mh_{P,t}(w, A)$. And since the intervention time is set to before $A$ is settled, $A$ is true at $w_{<t} \sim w'_{\geq t'}$, so there is a world in $mh_{P,t}(w, A)$ where $A$ is true. \qed

Modularity is a novel constraint, so let us spend some time becoming familiar with it. Consider the state space in Figure 3.30a, with three colour states (completely red, completely green, completely blue; depicted by paintbrushes), two shape states (square, circle), and each combination of colour and shape. This state space represents our own understanding of colour and shape: colour and shape can be freely combined, but shapes cannot be combined with each other (square circles do not exist), and nothing is both completely one colour and completely another colour.
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Suppose we see a blue square, and are asked to imagine it as a circle. We can imagine the shape changing while keeping the colour fixed. Let us assume that *The object is a circle* is about the shape states: the circle and square. In the state space of Figure 3.30a everything proceeds smoothly: the blue state does not overlap the square state, so when we imagine the blue square as a circle, we keep its colour.

Now let us see what happens when modularity fails. Imagine a state space without the blue circle state, given in Figure 3.30b. This state space declares blue circles to be impossible while leaving all other states intact. Assuming that *The object is a circle* is still about the set of shape states, modularity fails here because the blue colour state determines that the object is square, but it does not overlap any state *The object is a circle* is about.

Let us see how our proposal for imagining changes works in the state space of Figure 3.30b. Assuming that *The object is circle* is about the circle and square, the blue paintbrush does not overlap any state this sentence is about. So when we imagine the blue square as a circle, the blue state remains. This state determines that the object is a square, so we would predict that it is impossible to imagine the blue square as a circle. Here the failure of modularity leads to a breakdown of imagination. Restoring modularity – either by adding the blue circle back in, or saying *The object is a circle* is about the blue state – restores the boundlessness of the imagination; imagining the blue square as a circle becomes possible again.

For a final illustration of the need for modularity, recall our discussion of the relation between colour and opacity in section 3.5. Suppose we are looking at a red stained glass window and consider:

(57) If the window were perfectly transparent, it would still be red.

This is intuitively unacceptable. If the object were perfectly transparent, it would not even have a colour. So when we imagine the window transparent, we do not fix its colour. To predict this on the present approach we need the state of the
window’s colour to overlap a state *The window is perfectly transparent* is about.

In section 3.5 we proposed the following state space representing colour and opacity. Let \((O = n, C = m)\) be the state of the window’s colour and opacity.

\[
\begin{align*}
O = 0 & \ldots (O = n, C = 0) \ldots (O = n, C = m) \ldots (O = 1, C = 1) \\
\vdots & \ldots O = n \quad \cdots O = 1 \\
\end{align*}
\]

\[
\begin{align*}
C = 0 & \ldots C = m \quad \cdots C = 1 \\
\end{align*}
\]

\text{Figure 3.31}

In this state space, the state \(C = m\) properly determines \(A = \text{The window is not perfectly transparent}\). Modularity then requires that \(C = m\) overlap a state \(A\) is about. Since \(A\) and \(\neg A\) are about the same states, *The window is perfectly transparent*, this state space and modularity together correctly predict that when we imagine the window perfectly transparent, we do not fix its colour.

Compare this to what happens in the state space of Figure 3.32, generated by random variables, which we argued does not represent our intuitive concept of opacity and colour. Now \(C = m\) does not properly determine \(A\), since \(C = m\)

\[
\begin{align*}
(O = 0, C = 0) & \ldots (O = 0, C = m) \ldots (O = 0, C = 1) \ldots (O = n, C = 0) \ldots (O = n, C = m) \ldots (O = 1, C = 1) \\
\end{align*}
\]

\[
\begin{align*}
O = 0 & \ldots O = n \quad \cdots O = 1 \\
\vdots & \ldots C = 0 \quad \cdots C = m \quad \cdots C = 1 \\
\end{align*}
\]

\text{Figure 3.32}

is part of the state \((O = 0, C = m)\) where \(A\) is false. In this state space, then, modularity allows that when we imagine the window perfectly transparent, we predict that we fix its colour. This undesirably allows (57) to come out true, once again illustrating the pitfalls of generating the set of states from random variables.

3.9 Conclusion

This essay has been an attempt to understand the systematic nature of the imagination. We observed that our cognition furnishes us with the ability to vary a part of the world while leaving all else intact, and saw that this ‘all else’ can be captured by parthood: it consists of the parts of the world that do not overlap the part we wish to vary (section 3.3). The framework is sufficiently general to represent dependence between properties, unlike approaches using random variables.
such as structural causal models, and does not need to assume logical atomism (section 3.4).

We then extended this proposal to consider the hypothetical scenarios raised by a conditional antecedent or causal claim (section 3.6), which provided us with an analysis of sufficiency.
Chapter 4

Imagining logically complex sentences true

It is plausible to assume that the foreground of a logically complex sentence is not determined at random, but in a systematic way. In section 3.7.1 we analysed the foreground via two components: nomic relevance and exact relevance. We defined nomic relevance but not exact relevance. A natural idea, one we develop in this chapter, is that exact relevance is determined in a compositional way.

We begin with a language generated by a set of atomic sentences, negation, conjunction and disjunction. In this section we will consider two ways to extend the exact relevance to logically complex sentences, which I call the truthmaker semantics view and the subject matter view.

(1) A state $s$ is exactly relevant to a sentence $A$ just in case ...

**Truthmaker semantics view:** $s$ exactly verifies or exactly falsifies $A$.

**Subject matter view:** $s$ is in the subject matter of $A$.

Following Fine (2017b), we assume we have a function that assigns to each atomic sentence the set of its exact verifiers, and a function that assigns to each atomic sentence the set of its exact falsifiers. On both views of the foreground, a state $s$ is exactly relevant to an atomic sentence just in case $s$ exactly verifies or exactly falsifies $s$. They differ in how they define exact relevance for logically complex sentences.

The truthmaker semantics view. We adopt the following exact verification and falsification clauses from Fine (2017b:561–563).

- $(\neg)^+ s$ exactly verifies $\neg A$ iff $s$ exactly falsifies $A$;
- $(\neg)^- s$ exactly falsifies $\neg A$ iff $s$ exactly verifies $A$;

---

1A brief discussion of some of the issues from this chapter (in particular sections 4.1.3 and 4.2) has been previously published in McHugh (2022).
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(∧)⁺ s exactly verifies \( A \land B \) iff s is the fusion of an exact verifier of \( A \) and an exact verifier of \( B \);
(∧)⁻ s exactly falsifies \( A \land B \) iff s exactly falsifies \( A \) or exactly falsifies \( B \);
(∨)⁺ s exactly verifies \( A \lor B \) iff s exactly verifies \( A \) or exactly verifies \( B \);
(∨)⁻ s exactly falsifies \( A \lor B \) iff s is the fusion of an exact falsifier of \( A \) and an exact falsifier of \( B \).

The subject matter view. For our purposes, the key difference between the subject matter of a sentence and its exact verifiers and falsifiers is that we take subject matter to be invariant under the logical connectives: \( A \) and \( \neg A \) have the same subject matter, as do \( A \land B \) and \( A \lor B \) (Yablo 2014:42, Fine 2016:11, Berto 2018:1878). We will adopt what Hawke (2018) calls an ‘atom-based’ approach to subject matter, whereby the subject matter of a sentence is the subject matter of the atomic sentences it contains.

(2) a. A state is in the subject matter of an atomic sentence \( p \) iff it exactly verifies or exactly falsifies \( p \).
   b. A state is in the subject matter of a complex sentence \( A \) iff it is in the subject matter of an atomic sentence in \( A \).

Since the subject matter of a sentence is determined by the subject matter of its atoms, subject matters are automatically invariant under the logical connectives.

4.1 Conditional inference patterns

In this section we give a taste of the interaction between the present framework and the clauses we have just introduced, by showing that the present approach, on both the truthmaker semantics and subject matter views, invalidates some commonly-discussed inference patterns of conditional logic.

4.1.1 Invalidating antecedent strengthening

Antecedent strengthening is inference from \( A > C \) to \( A^+ > C \), where \( A^+ \) entails \( A \). An instance of this rule is the inference from \( A > C \) to \( (A \land B) > C \). The failure of antecedent strengthening was a key success of ordering approaches to conditionals (e.g. Lewis 1973b). The present approach also invalidates antecedent strengthening. To illustrate, recall the light switch set up of Figure 3.1 where the light is on just in case both switches are up. Currently switch A is down and B is up. Consider (3).

(3) a. If switch A were up, the light would be on.
   b. If switch A were up and B were down, the light would be on.
Intuitively (3a) is true and (3b) is false. Here is how we derive the truth of (3a) and the falsity of (3b) on the present approach. Let $A$ be the sentence \textit{switch A is up} and $B$ be the sentence \textit{switch B is down}. The actual state $w$ is $\bullet$, and the only exact falsifier of $A$ is $\circ$, so the remainder is $\bullet$. The $A$-variants of $w$ are the worlds containing this remainder: $\bullet$ and $\circ$. Of these, the only $A$-variant of $w$ where $A$ is true is $\bullet$. In this world the light turns on, so we predict (3a) to be true, as desired.

Turning to (3b), when $A \land B$ is false, a state is in the foreground of $A \land B$ just in case it is in the foreground of $A$ or it is in the foreground of $B$. $\circ$ exactly falsifies $A$ and $\bullet$ exactly falsifies $B$, so the $A \land B$-variants of $w$ are those worlds containing everything that does not overlap $\circ$ or $\bullet$. (This is the same whether we adopt the truthmaker semantics or subject matter view.) In our toy state space of Figure 3.18, every part of the actual state $\bullet$ overlaps one of these states, so every world whatsoever counts as an $(A \land B)$-variant of $w$. When we restrict to those where $A \land B$ is true, we find that in this world the light does not turn on, so (3b) is predicted to be false.

What is going on, informally speaking, is that $A \land B$ is ‘about’ more of the world than $A$. $A \land B$ has a larger foreground than $A$, so when we interpret $(A \land B) > C$, we allow more of the world to vary than when we interpret $A > C$. Conversely, $A$ has a larger background than $A \land B$, so more of the world is kept fixed when we vary $A \land B$ than $A$. Allowing more of the world to vary gives rise to more variants: $A \land B$ broadens our imaginative horizons more than $A$.

### 4.1.2 Rational monotonicity

Rational monotonicity, also known as strengthening with a possibility, comes in two forms: one involving conditionals with existential modals such as \textit{could}, which we will symbolise by $\diamond \rightarrow$; the other in terms of \textit{would}-conditionals, symbolised by $\triangleright$.

\[
\begin{align*}
\frac{A > C}{(A \land B) > C} & \quad \frac{A \diamond \rightarrow B}{A > C} & \quad \frac{(A \land B) > C}{(A \land B) > C}
\end{align*}
\]

Let us first consider the rule with $\diamond \rightarrow$. Boylan and Schultheis (2017, 2021) offer the following counterexample to rational monotonicity.\footnote{This example was inspired by a counterexample Stalnaker (1994) gave to rational monotonicity in belief revision.}

Alice, Billy, and Carol are playing a simple game of dice. Anyone who gets an odd number wins $10; anyone who gets even loses $10. The die rolls are, of course, independent. What Alice rolls has no effect on
what Billy rolls and vice versa. Likewise for Alice and Carol as well as for Billy and Carol.

Each player throws their dice. Alice gets odd; Billy gets even; Carol gets odd.

Consider the following sentences in this scenario.

(4) a. If Alice and Billy had thrown the same type of number, then at least one person would still have won $10.
   
b. If Alice and Billy had thrown the same type of number, then Alice, Billy, and Carol could have all thrown the same type of number.
   
c. If Alice, Billy, and Carol had all thrown the same type of number, then at least one person would still have won $10.

Intuitively, (4a) and (4b) are acceptable while (4c) is not. This shows that rational monotonicity is intuitively invalid.

We can predict these judgements on the present proposal. First we need a semantics of $\Diamond \rightarrow \cdot$. The most natural extension of our proposal to conditionals with existential modals is given in (5), which we adopt here.

(5) **Semantics of $\Diamond \rightarrow \cdot$.** Where $P$ be the set of nomically possible worlds and $t$ the intervention time, $A \Diamond \rightarrow C$ is true at a world $w$ just in case there is a world in $mh_{P,t}(w, A) \cap |A|$ where $C$ is true.

On this entry $\Diamond \rightarrow \cdot$ is dual not to will/would-conditionals, but to sufficiency. It is the selection function that breaks the duality between $>$ and $\Diamond \rightarrow \cdot$, while at the same time making $>$ self-dual, as shown by the dualities and implications in Figure 4.1 (assuming $mh_{P,t}(w, A) \cap |A|$ is not empty).

![Figure 4.1](image-url)

Duality of $>$ and $\Diamond \rightarrow \cdot$ fails whenever there is a world in $mh_{P,t}(w, A) \cap |A|$ where $C$ is true, but the selection function happens to choose one where $C$ is false. We do not want to add a selection function to the semantics of *can/could*. To see this, consider the following pair (based on an example from Higginbotham 2003).

(6) a. Every coin would have landed heads if you had flipped it.
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b. No coin would have landed tails if you had flipped it.

These seem to say the same thing: every coin is rigged to land heads. Given the equivalence of heads and not tails, the selection function ensures the equivalence of $\forall x (\text{flip } x > \text{heads } x)$ and $\neg \exists x (\text{flip } x > \text{tails } x)$, as desired. Now replace would with could:

(7) a. Every coin could have landed heads if you had flipped it.
   b. No coin could have landed tails if you had flipped it.

The equivalence disappears. (7a) says that every coin is not rigged to land tails, while (7b) says that every coin is rigged to not land tails. If every coin is fair, (7a) is true but (7b) false.

Now that we have a plausible semantics of can/could-conditionals, we turn to Boylan and Schultheis’s scenario. Let us analyse Alice and Billy throw the same type of number as $(\text{Alice odd } \land \text{Billy odd}) \lor (\text{Alice even } \land \text{Billy even})$, and similarly for Alice, Billy and Carol throw the same type of number (in section 4.2.3 we will give a semantics that predicts this automatically, without stipulation). For the state space, we suppose we have a state for each outcome of each roll and the possible fusions thereof. For example, there is a state of Alice rolling a five, which we assume exactly verifies that Alice rolled odd and exact falsifies that she rolled even. For concreteness, we will use the subject matter view of the foreground (the truthmaker semantics view makes the same predictions here).

On the subject matter view, the foreground of $A = (\text{Alice odd } \land \text{Billy odd}) \lor (\text{Alice even } \land \text{Billy even})$ is the set of exact verifiers/falsifiers of its atomics. The state of Carol’s throw does not overlap any state in this foreground, and so is part of all worlds in the modal horizon. Focusing only on whether the rolls land odd or even, let $w_{\text{EEO}}$, say, be the world where Alice and Bob roll even and Carol rolls odd, and so on for the other rolls. Then

$$mh_{P_A}(w, A) \cap |A| = \{w_{\text{OOO}}, w_{\text{OEO}}, w_{\text{EOO}}, w_{\text{EEO}}\} \cap \{w_{\text{OOO}}, w_{\text{OOE}}, w_{\text{EOO}}, w_{\text{EEO}}, w_{\text{EEE}}\} = \{w_{\text{OOO}}, w_{\text{EEO}}\}.$$

In both of these worlds Carol still rolls odd, so someone still wins $10 and we predict (4a) to be true. And since in at least one of these worlds everyone throws odd, we also predict (4b) to be true.

In contrast, the foreground of Alice, Billy and Carol all throw the same type of number contains the state of Carol’s throw, so allow it to vary. The modal horizon expands to include the world where all three roll odd:

$$mh_{P_A}(w, A \land B) \cap |A \land B|$$

$$= \{w_{\text{OOO}}, w_{\text{OEO}}, w_{\text{EOE}}, w_{\text{EEO}}, w_{\text{EEE}}\} \cap \{w_{\text{OOO}}, w_{\text{EEE}}\}$$

$$= \{w_{\text{OOO}}, w_{\text{EEE}}\}$$
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so we predict (4c) to be not necessarily true and therefore unassertable (since its truth depends on the selection function; see section 3.2.3). This shows how the present approach invalidates rational monotonicity with $\Diamond \rightarrow$, as desired.

Let us now turn to rational monotonicity with a negated conditional. The set $mh_{P,t}(w, A) \cap |A| = \{w_{OOO}, w_{EEO}\}$ contains a world where Alice, Billy and Carol all throw the same type of number and a world where they do not, so the truth of $\neg(A > \neg C)$ depends on the selection function. Validity is truth preservation on all interpretations, so to invalidate rational monotonicity it is enough to find some interpretation where the premises are true but the conclusion false; that is, some selection function where $A > C$ and $\neg(A > \neg B)$ hold but $(A \land B) > C$ does not. Take, for instance:

$$s(w, \{w_{OOO}, w_{EEO}\}) = w_{EEO} \quad s(w, \{w_{EOO}, w_{EEE}\}) = w_{EEE}$$

Rational monotonicity fails here since $B$ and $C$ are true at $w_{EEO}$ but $C$ is false at $w_{EEE}$. So both forms of rational monotonicity are invalid on the present proposal.

On the ordering approach to conditionals, rational monotonicity corresponds to almost connectedness: for all worlds $w, x, y, z$, if $x <_w z$ then $x <_w y$ or $y <_w z$. Boylan and Schultheis (2021) show how to construct orders that are not almost connected in a principled way, following Kratzer (1981a). So rational monotonicity is easy to invalidate on ordering approaches to conditionals – just drop almost connectedness. In this respect, then, the present proposal is on a par with ordering approaches: both easily invalidate rational monotonicity.

In the next section we consider a rule closer to the heart of ordering approaches to conditionals: cautious monotonicity.

### 4.1.3 Cautious monotonicity

Cautious monotonicity is the inference

$$\frac{A > B \quad A > C}{(A \land B) > C} \text{ Cautious monotonicity}$$

To test its status, consider the set up in Figure 4.2. There are two switches, A and B, connected to a light. Part of the image is shaded. Each switch has three possible positions: up, in the middle, or down. As the wiring indicates, the light is on just in case A is in the middle and B is either up or in the middle. Currently, A is in the middle and B is down, so the light is off. Consider (8) in this context.

(8) a. If switch B were in the shaded region, the light would be on.
   b. If switch B were in the shaded region, both switches would be in the shaded region.
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Figure 4.2: The light is on just in case switch A is in the middle and switch B is either in the middle or up. Currently A is in the middle and B is down, so the light is off.

c. If both switches were in the shaded region, the light would be on.

Intuitively, (8a) and (8b) are clearly acceptable, but (8c) is dubious. The interpretation of (8c) is subtle and would certainly benefit from empirical testing. Nonetheless, one does not want to say that (8c) follows from (8a) and (8b) as a matter of logic. But if cautious monotonicity is valid, (8a) and (8b) together entail (9).

(9) If both switches were in the shaded region and switch B were in the shaded region, the light would be on.

This is a roundabout way of saying (8c), assuming that \((\text{both } A \text{ and } B)\) and \((\text{both } A \text{ and } B)\) are equivalent in conditional antecedents (conditional antecedents are strange, but surely not so strange that this equivalence fails).

If cautious monotonicity were valid, there would be consequences beyond the acceptability judgements in (8). For instance, valid inference preserves probability and hence certainty: if \(A\) entails \(B\), the probability of \(B\) cannot be less than the probability of \(A\); in particular, if \(A\) has probability 1, \(B\) must too. If cautious monotonicity were intuitively valid, we would expect the probability of (8c) to be at least as high as the probability of the conjunction of (8a) and (8b). It seems, however, that (8a) and (8b) could both have probability 1 while (8c) has probability less than 1. Cautious monotonicity is not cautious enough. We need a framework with the flexibility to allow the rule to fail.

The present framework provides that flexibility. This is because in this framework conditional antecedents and consequents play fundamentally different roles. The job of a conditional antecedent is to point to a part of the world to vary, which is sensitive to non-truth-conditional factors such as what the sentence is about. In contrast, the job of a conditional consequent is simply to provide truth conditions.

To see how we can predict a reading where (8c) is unacceptable, let us assume the obvious state space for this scenario, with a state for each position of each
switch, one for each setting of the light, and the possible fusions thereof. One way to predict a reading where (8c) is unacceptable in the present framework is to assume that the state of both switches is exactly relevant to both switches are in the shaded region. Given that this state, A MIDDLE ⊻ B DOWN, is nomically relevant to the sentence, our definition of the foreground in (47) implies that it is in the foreground of $A \land B$. Since A MIDDLE and B DOWN both overlap A MIDDLE ⊻ B DOWN, they are allowed to vary. When we restrict to worlds containing the remainder where both switches are up, we find among them a world where A is up and the light off, therefore predicting (8c) to be unassertable.

It turns out that both the truthmaker semantics and subject matter views of the foreground predict (8c) to be true. To derive this prediction, we assume that both switches are in the shaded region has the logical form $A \land B$, that the state of switch A being in the middle exactly verifies Switch A is in the shaded region and that the state of switch B being down exactly falsifies Switch B is in the shaded region. The subject matter view in addition requires assuming the nomic relevance condition from section 3.7.1. If it turns out there is robust evidence for a false reading of (8c), then, one may wish to modify the exact relevance clauses of the truthmaker semantics and subject matter views of the foreground (or alternatively, in the case of the subject matter view, abandon the nomic relevance condition).

4.1.4 Reciprocity

There is a close connection between cautious monotonicity and the following rule, which Nute (1980b) calls ‘CSO’ and Egré and Rott (2021) call ‘reciprocity’.

$$\begin{align*}
&\frac{A > B}{(A > C) \leftrightarrow (B > A)} \\
\text{Reciprocity}
\end{align*}$$

\(\text{\textsuperscript{3\textsuperscript{3}}}\)

Let us derive these predictions here. On the truthmaker semantics view, we have to find the exact verifiers or falsifiers of Both switches are in the shaded region. Since this sentence is actually false, we find its exact falsifiers. According to truthmaker semantics’ clauses, a state exactly falsifies $A \land B$ just in case it exactly falsifies $A$ or exactly falsifies $B$ (or exactly falsifies $A \land B$; this extra condition does not affect predictions in this case). The state of switch A being in the middle does not exactly falsify that switch A is in the shaded region (nor, of course, does it exactly falsify that switch B is in the shaded region). So on the truthmaker semantics view the state of switch A being in the middle is not exactly relevant to $A \land B$. Since we assumed exact relevance is necessary to be in the foreground, this state is not in the foreground of $A \land B$. As the state of switch B being down exactly falsifies B, the foreground of $A \land B$ contains only the state of switch B being down: we do not vary the position of switch A and so predict (8c) to be true.

On the subject matter view, a state is exactly relevant to $A \land B$ just in case it is exactly relevant to $A$ or exactly relevant to $B$. The state of switch A being in the middle exactly verifies that switch A is in the shaded region, so it is exactly relevant to A and hence exactly relevant to $A \land B$. However, this state is not nomically relevant to $A \land B$, so if we assume the nomic relevance condition in (47) it is not in the foreground of $A \land B$ and we still predict (8c) to be true.
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Our scenario also serves as a counterexample to reciprocity.

(10) a. If B were in the shaded region, both switches would be in the shaded region. \[ B > (A \land B) \]
b. If both switches were in the shaded region, B would be in the shaded region. \[ (A \land B) > B \]
c. If B were in the shaded region, the light would be on. \[ B > C \]
d. If both switches were in the shaded region, the light would be on. \[ (A \land B) > C \]

(10a)–(10c) are all acceptable, but as discussed, (10d) is dubious.\(^4\)

It is not surprising that a counterexample to cautious monotonicity is also a counterexample to reciprocity. For given basic principles of conditional logic – namely, identity \((A > A)\), conjunction \((A > B) \land (A > C) \rightarrow A > (B \land C)\) and the fact that \(>\) is weaker than entailment – reciprocity implies cautious monotonicity.\(^5\)

\[
\begin{array}{c}
A > A \text{ Identity} \\
\hline
A > (A \land B) \text{ Conjunction} \\
\hline
(A \land B) > B \text{ Reciprocity}
\end{array}
\]

So where cautious monotonicity fails, reciprocity does too.

4.1.5 Attempting to invalidate cautious monotonicity on the ordering approach

The scenario we have just discussed illustrates a point often made (e.g. by Veltman 1976, 2005, Pollock 1976, Tichý 1976, Fine 1975a, 2012b), that the semantics of counterfactuals is not based on our intuitive concept of similarity. Consider

\(^4\)Gabbay (1972:101) also rejects reciprocity, offering the following purported counterexample.

\[ A = \text{I am elected president of the U.S.} \]
\[ B = \text{I am recalling the U.S. troops from Asia.} \]
\[ C = \text{I am nicely dressed.} \]

It may be true that if I were elected president I would have recalled the U.S. troops from Asia \([A > B]\); also if I were to recall the U.S. troops from Asia I would be elected president \([B > A]\), and certainly if I am elected president I am nicely dressed \([A > C]\); but that does not imply that if I were to recall the troops from Asia I would be nicely dressed \([B > C]\).

I do not find this to be a convincing counterexample. Unfortunately Gabbay does not expand on why he finds \(B > C\) unacceptable in this context.

\(^5\)Indeed, if we also assume cautious transitivity, cautious monotonicity implies reciprocity:

\[
\begin{array}{c}
A > B \text{ Cautious monotonicity} \\
\hline
(A \land B) > C \text{ Cautious transitivity}
\end{array}
\]

\[
\begin{array}{c}
B > C \\
\hline
B > A \text{ Cautious transitivity}
\end{array}
\]
the configurations in Figure 4.3, with the actual configuration on the left, and answer the questions in (11).

(11)  a. Is configuration 1 more similar than configuration 2 to the actual configuration?
     b. Is configuration 2 more similar than configuration 1 to the actual configuration?

Intuitively, the answers are ‘Yes’ and ‘No’, respectively. Or, putting things in terms of minimal difference (which is the intuitive notion underlying the accounts of Stalnaker 1968 and Pollock 1976), answer the questions in (12).

(12)  a. Is configuration 1 one where both switches are in the shaded region, and which otherwise differs minimally from the actual configuration?
     b. Is configuration 2 one where both switches are in the shaded region, and which otherwise differs minimally from the actual configuration?

Here the natural answers are ‘Yes’ and ‘No’, respectively. After all, configuration 1 differs from the actual configuration only in the position of switch B, while configuration 2 differs from the actual configuration in the position of both switches. If we are looking for the most similar worlds to the actual world where both switches are in the shaded region, configuration 2 involves, in the words of Lewis (1979), a ‘gratuitous difference’. So if the semantics of counterfactuals were based on our intuitive concept of similarity or minimal difference, we would expect (8c) to be as acceptable as the claim that configuration 1 is more similar to the actual configuration than configuration 2. But this is not what we observe.

Since (8c) is not clearly true, one might try to rescue a semantics of counterfactuals based on ordering over worlds by offering a different intuitive gloss of the ordering, one not based on our intuitive concept of similarity or minimal difference. Stalnaker, for example, writes that “the relevant conception of minimal difference needs to be spelled out with care” (Stalnaker 1984:129). The problem,
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however, runs deeper than that. Cautious monotonicity is part of the logic of all accounts of the semantics of counterfactuals based on an ordering over worlds, including those of Stalnaker (1968) and Lewis (1973b). On Lewis’s semantics, for example, we have:

\[(13)\]
\[
a. \leq \text{ is a function from worlds to binary relations over worlds.} \\
b. \ A > C \text{ is true at } w \text{ with respect to } \leq \text{ iff for every } A\text{-world } v \text{ there is an } A\text{-world } u \leq_w v \text{ such that } C \text{ is true at every } A\text{-world } u' \leq_w u. 
\]

On this semantics, cautious monotonicity follows from reflexivity and transitivity of \(\leq_w\). Reflexivity and transitivity are the absolute minimum constraints to impose on the order; without them the ordering approach would be deeply unworkable. Moreover, if we construct the order from an ordering source as Kratzer (1981b:47) proposes, given in (14),

\[(14)\]
\[
a. \text{ An ordering source } g \text{ is a function from worlds to sets of propositions.} \\
b. \ u \leq_w v \text{ just in case for all } p \in g(w), \text{ if } p \text{ is true at } v, \text{ } p \text{ is true at } u.
\]

then reflexivity and transitivity of the order follow, respectively, from the reflexivity and transitivity of implication – bedrock principles of logic.

The point is that cautious monotonicity is hardwired into ordering approaches to conditionals. One might wish to respond to (8) by saying that there is something funny going on with salience or attention. But the semantics in (13) precludes such responses. No matter how much care we take to spell out the order, cautious monotonicity will come out valid. (8) shows that the logic of ordering approaches to counterfactuals is too rigid.

### 4.2 Simplification

Simplification (of disjunctive antecedents) is the rule

\[
\frac{(A \lor B) > C}{(A > C) \land (B > C)} \text{ Simplification}
\]

\[6\]Let us quickly prove this. Suppose \(A > B\) and \(A > C\) are true at \(w\) and pick any \((A \land B)\)-world \(v\). Since \(A > C\) is true at \(w\), there is an \(A\)-world \(u \leq_w v\) such that every \(A\)-world \(u' \leq_w u\) is a \(C\)-world. And since \(A > B\) is true at \(w\) and \(u\) is an \(A\)-world, there is an \(A\)-world \(x \leq_w u\) such that \(A \rightarrow B\) holds at every \(x' \leq_w x\). By reflexivity, \(A\) and \(B\) are true at \(x\). And for any \(x' \leq_w x\), since \(x \leq_w u\), by transitivity of \(\leq_w\), \(x' \leq_w u\), so if \(x'\) is an \(A\)-world, it is a \(C\)-world. A fortiori, if \(x'\) is an \((A \land B)\)-world, it is a \(C\)-world.

\[7\]That being said, Delgrande (1987) proposes a logic \(\mathcal{NP}\) for nonmonotonic inference that invalidates cautious monotonicity by adopting a semantics other than (13). \(\mathcal{NP}\) is intended to capture statements about prototypical properties (e.g. statements of the form \(\text{normally } As \text{ are } Bs\)) rather than conditionals.
This is a rich literature on simplification. The present account does not validate this rule. One mundane reason for this is the selection function: there is no constraint forcing the selected \((A \lor B)\)-world to be the same as the selected \(A\)-world. So \(C\) can be true at the selected \((A \lor B)\)-world but false at the selected \(A\)-world, which allows \((A \lor B) > C\) to be true while \(A > C\) is false. However, our task is to model our linguistic behaviour, where the operative notion is arguably not truth but assertability. The more interesting question, therefore, is not whether simplification preserves truth but whether it preserves assertability. In section 3.2.3 we proposed that a conditional is assertable only if it is true on all selection functions. A conditional \(A > C\) is true on all selection functions just in case \(A\) is sufficient for \(C\), so asking whether simplification preserves assertability amounts to asking whether simplification with \(\gg\) in place of \(>\) preserves truth.

\[
\frac{(A \lor B) \gg C}{(A \gg C) \land (B \gg C)} \text{ Simplification for sufficiency}
\]

The present approach does not validate this rule either. This is a welcome result, since there are intuitive counterexamples to simplification, such as (15) from McKay and Inwagen (1977).

(15) If Spain had fought with the Allies or the Axis, they would have fought with the Axis.

From (15) we certainly do not infer (16).

(16) If Spain had fought with the Allies, they would have fought with the Axis.

(15) is assertable while (16) clearly is not, which shows that simplification does not preserve assertability.

Now what, intuitively, does (15) say? This is reasonably clear: it says that World War II Spain had strong Axis sympathies. They were greatly disposed to join the Axis over the Allies. By including this preference in our model, we can account for the unacceptability of (15), as we see now.

Let us take the intervention time \(t\) to be a moment when Spain was considering entering the war. Simplifying greatly, we represent Spain at \(t\) using two states: Axis preference and neutrality, which we take to be disjoint, depicted in Figure 4.4. The larger state space in which \(t\) finds itself, again greatly simplified, is given in Figure 4.5.

Turning to nomic possibility, there are three relevant rules: if Spain is neutral, it does not join the war; if Spain is not neutral and prefers the Axis, it joins the

---

\(^8\)Among the authors who claim simplification is valid are Nute (1975), Ellis, Jackson, and Pargetter (1977), Warmbröd (1981), Fine (2012b), Starr (2014), and Willer (2018). Among those who claim it is invalid are Nute (1980b, 1984), Bennett (2003), van Rooij (2006), Santorio (2018), and Lassiter (2018).
Axis; and if it is not neutral and prefers the Allies, it joins the Allies. Given this, we place the following constraints on the set of nomically possible worlds.

\begin{equation}
Nomic \text{ possibility.} \quad \text{For any nomically possible world } w, \quad \begin{align*}
\text{a. if neutralit} & \text{y is part of a moment in } w, \text{ Spain does not join the } \\
& \text{war in } w; \\
\text{b. if axis preference and fight are both part of a moment in } w, & \text{Spain joins the Axis in } w; \\
\text{c. if allied preference and fight are both part of a moment in } w, & \text{Spain joins the Allies in } w.
\end{align*}
\end{equation}

We assume the state of Spain’s neutrality and the state of its Axis preference are exactly relevant to \( A = \text{Spain fights with the Allies} \). Since both states are also nomically relevant to \( A \), they are in the foreground of \( A \).

Turning to \( A \lor B \), since both neutrality and axis preference are exactly relevant to \( A \), they are also exactly relevant to \( A \lor B \), by the exact relevance clause for disjunction on both the truthmaker and subject matter views of the foreground. Also, neutrality is nomically relevant to \( A \lor B \), since it determines that the sentence is false: if Spain is neutral they fight with neither the Axis nor the Allies. However, axis preference is not nomically relevant to \( A \lor B \). This is because Spain can have an Axis preference while staying neutral, in which case \( A \lor B \) is false, and they can have an Axis preference and fight with the Axis, in which case \( A \lor B \) is true; also, they can have no Axis preference and stay neutral, in which case \( A \lor B \) is false, and they can have no Axis preference and fight with the Allies, in which case \( A \lor B \) is true.

Finally, we assume that the larger states, \( t, t', t'', t''' \) are not in the foreground of \( A \lor B \) because they are not exactly relevant to \( A \lor B \) (notice that they each have a proper part that is exactly relevant to \( A \lor B \), which we assume is
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<table>
<thead>
<tr>
<th></th>
<th>nomically relevant to $A \lor B$</th>
<th>exactly relevant to $A \lor B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEUTRALITY</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>AXIS PREFERENCE</td>
<td>✗</td>
<td>✓</td>
</tr>
</tbody>
</table>

enough to violate exact relevance in this case). So our foregrounds are:

$$\text{foreground}(A \lor B) = \{\text{NEUTRALITY}\}$$

$$\text{foreground}(A) = \{\text{NEUTRALITY, AXIS PREFERENCE}\}$$

**AXIS PREFERENCE** does not overlap any state in the foreground of $A \lor B$, while **NEUTRALITY** does. So when we interpret $(A \lor B) \rightarrow C$ we allow Spain’s neutrality to vary while fixing its Axis preference. Given the state space of Figure 4.5, the $A \lor B$-variants of $t$ are $t$ itself and $t'$. But with (16), Spain’s Axis preference and neutrality are both allowed to vary when we interpret (16). Every moment in our model is therefore an $A$-variant of $t$.

$$A \lor B \text{-variants}(t) = \{t, t'\}$$

$$A \text{-variants}(t) = \{t, t', t'', t'''\}$$

Given the nomic possibilities, the possible continuations of $t$ are worlds where Spain stays out of the war, while the possible continuations of $t'$ are worlds where Spain joins the Axis. When we restrict the modal horizon to worlds where $A \lor B$ is true, we find that in all such worlds Spain joins the Axis. So we correctly predict (15) to be true. While when we restrict to worlds containing an $A$-variant of $t$ where Spain fights with the Allies, we find that, of course, they fight with the Allies, not the Axis, so we correctly predict (16) to be false.

This example illustrates an important feature of how we defined the foreground: the separate requirement of both exact relevance and nomic relevance. One might think that whenever a state is exactly relevant to a sentence, it is nomically relevant to the sentence too. This is not the case. To see this, note that exact relevance is preserved under disjunction – whenever a state is exactly relevant to $A$ it is exactly relevant to $A \lor B$ – while nomic relevance is not. For example, Spain’s Axis preference is exactly relevant to *Spain fights with the Allies* but not *Spain fights with the Allies or the Axis*. It follows that exact relevance does not imply nomic relevance. Spain’s Axis preference is exactly relevant to *Spain fights with the Axis or Allies* but is not nomically relevant to this sentence. Now, the nomic relevance constraint is quite plausible. It seems required by the intuition that when we are asked to imagine a sentence true or false, we only vary states that are responsible for the sentence having the truth value it has. For example, intuitively Spain’s Axis sympathy was not responsible for them staying out of the war, so this idea implies that when we imagine them joining the war, we fix the fact that they had Axis sympathy. Since a state can be exactly relevant to a sentence while being nomically irrelevant to it, requiring exact relevance alone
in the definition of the foreground it not enough. We need the nomic relevance constraint too.

As stated, many semantic theories of conditionals validate simplification. A prominent reply to McKay and Inwagen’s example on behalf of simplification’s validity is that when (15) we judge true, we assume that Spain joining the Axis is in some sense not genuinely possible (Warmbröd 1981, Starr 2014, Willer 2018, Fine 2012b).9 However, Lassiter (2018) observes that simplification can fail even when we regard both disjuncts as possible, as shown in (18) (for further examples see Lassiter 2018).

(18) If Spain had fought with the Axis or the Allies it’s likely, but not certain, that they would have fought with the Axis.

Lassiter puts likely in the consequent, but the judgement pattern still stands when we put it in different positions or outside the sentence altogether.

(19) It’s likely, but not certain, that if Spain had fought with the Axis or the Allies they would have fought with the Axis.

(20) a. Alice: If Spain had fought with the Axis or the Allies, they would have fought with the Axis.
   b. Bob: I think that’s likely, but not certain.

One who utters (18), (19) or (20a) clearly takes Spain fighting with the Allies to be a counterfactual possibility. Now, given standard assumptions about the meaning of likely, whenever A entails B and A is likely, B is likely too (see Yalcin 2010:921). Then if simplification were valid, (18), (19) and Bob’s response in (20) would imply that (16), repeated below, is likely true – an undesirable result.

(16) If Spain had fought with the Allies, they would have fought with the Axis.

McKay and Inwagen’s original example in (15) intuitively communicates that Spain had a strong preference to join the Axis. We modelled this by assuming

9Starr (2014:1049) argues that the infelicity in the following sentence confirms that, for (15) to be accepted, there cannot be any accessible worlds in which Spain fights with the Allies.

(i) Spain didn’t fight on either the Allied or Axis side, but she could have ended up with the Allies. #Nevertheless, if she had fought for the Axis or the Allies, she would have fought for the Axis.

An alternative response is that the utterance of Spain could have ended up with the Allies adds to the modal horizon worlds where Spain fights with the Allies, and that these are carried over when we interpret the conditional in (i). There is independent evidence that previously mentioned possibilities can enter the domain of later modals (see e.g. von Fintel 2001b), which we can account for using von Fintel’s modal horizon, or modal subordination as Starr (2014) proposes. See note 9 for a formalisation of the present account using the modal horizon.
that in every nomically possible world containing AXIS PREFERENCE and FIGHT, Spain joins the Allies. (18) instead communicates a softer preference to join the Axis. We can model this by adjusting the nomic possibilities accordingly. Suppose that among the nomically possible worlds containing AXIS PREFERENCE and FIGHT, there are some where Spain joins the Axis and some where Spain joins the Allies, and that restricted to the nomically possible worlds containing AXIS PREFERENCE and FIGHT, the probability of Spain joining the Axis is greater than 50% but less than 100%.

Given these nomic possibilities, AXIS PREFERENCE is no longer in the foreground of \( A = \text{Spain joins the Allies} \). Given how we defined nomic relevance, Spain merely having a soft preference for the Axis is not nomically relevant to them joining the Allies. Now the foregrounds of \( A \lor B \) and \( A \) are the same; namely, \{NEUTRALITY\}, so the \( A \lor B \)-variants and \( A \)-variants of \( t \) are also the same: \( \{t, t'\} \). When we restrict to the worlds containing an \( A \lor B \)-variant of \( t \) where \( A \lor B \) is true, we find the probability of joining the Axis is greater than 50% but less than 100%, so in this model (18) is true (assuming a standard meaning for likely and certain, together with a way to relate selection functions to probabilities, such as the proposal by Cariani and Santorio 2018§8). But when we restrict to the worlds containing an \( A \)-variant of \( t \) where \( A \) is true, we find that in all of them Spain fights with the Allies, so in this model (16) is false, and hence we do not predict it to be likely true.

The present approach therefore accounts for intuitive failures of simplification, both in the original counterexamples and those where both of the antecedent’s disjuncts are considered possible.

4.2.1 Against Universal Realisability of the Antecedent

In the same way we accounted for failures of simplification, we can handle the following examples, which Embry (2014) gave against the semantics of counterfactuals in Fine (2012b). Fine proposes a principle he calls Universal Realisability of the Antecedent: if a counterfactual is true then it is true for any way in which its antecedent is true. Embry (2014) offers the following counterexamples.

\[(21) \quad \begin{array}{ll}
\text{a.} & \text{If it had snowed yesterday, I would have gone skiing.} \\
\text{b.} & \text{If it had snowed 100 feet yesterday, I would have gone skiing.}
\end{array} \]

\[(22) \quad \begin{array}{ll}
\text{a.} & \text{If Sue were to take some of these pills, she would get better.} \\
\text{b.} & \text{If Sue were to take 25 of these pills, she would get better.}
\end{array} \]

\[(23) \quad \begin{array}{ll}
\text{a.} & \text{If Sue were not in the driver’s seat, she would have survived.} \\
\text{b.} & \text{If Sue were in between the two colliding cars, she would have survived.}
\end{array} \]

The challenge is to account for why, when we interpret the (a)-sentences, we typically do not consider the scenarios raised by the (b)-sentences. Fine (2012b)
proposes that $A > C$ is true at world $w$ just in case for every exact verifier $t$ of $A$ and possible outcome $u$ of $t$ at $w$, $u$ inexacty verifies $C$. It is natural to suppose that there is a possible state where it snowed 100 feet that exactly verifies *It snowed*, and that this state has a possible outcome where the speaker does not ski. Given this, Fine’s semantics predicts (21a) to be false. Fine (2012a:232) may respond that when take (21a) to be true, we do not regard it snowing 100 feet yesterday as ‘genuinely possible’. But then to make predictions about how we interpret conditionals we would need an account of how we decide which scenarios count as ‘genuine possibilities’.

In contrast, on the present approach we can account for these cases in the same way we accounted for failures of simplification. Take (21). We may assume that part of yesterday’s weather conditions determined that it will not snow 100 feet; say, the clouds in the vicinity were not carrying enough water for that to happen. Another part of the weather conditions, disjoint from this state, was responsible for it not snowing at all yesterday – say, the fact the temperature was above freezing. There is a part of the scenario determining that it does not snow 100 feet disjoint from every state in the foreground of *It snowed yesterday*. Thus the conditions determining that it does not snow 100 feet are held fixed when we interpret (21a). Under these quite reasonable assumptions, we predict that when we interpret (21) we do not consider scenarios where it snows 100 feet.

To put this account to the test, imagine that instead yesterday’s weather conditions in fact favoured it snowing 100 feet yesterday. Actually it didn’t snow, but meteorologists discovered that the clouds contained so much water, if the weather conditions for snow had been present, there would have been 100 feet of snow. Under that assumption our judgement of (21a) changes, exactly as we expect on this account.

Similarly, we can account for (22) by assuming that Sue, say, has a desire to follow her doctor’s instructions, and that this determines that she does not take 25 pills. The state of this desire does not overlap the state of her not taking any pills. (We know they do not overlap since there are possible scenarios containing one but no part of the other.) So when we remove the fact that she did not take any pills, the desire remains, and this desire ensures – encoded via nomic possibility – that if Sue takes some pills, she only takes the prescribed amount.

It is not surprising that we account for failures of simplification in the same way we account for Embry’s cases; for we can draw a direct parallel between the two. In event semantics it is typically assumed that free variables denoting events are interpreted as existentially quantified, via an operation called existential closure (Davidson 1967a, who traces the idea to Reichenbach 1947). For example, *It snowed yesterday* can be interpreted as $\exists e (e \text{ is a snowing event } \land \text{runtime}(e) \subseteq \text{yesterday})$. Given that existential quantification is generalised disjunction, we may write a generalised form of simplification as the inference from $(\exists x Ax) > C$ to $\forall x (Ax > C)$. Failures of simplification show that this rule fails where $x$ ranges over sentences and $Ax$ states that $x$ is in the relevant domain and
true. Embry’s cases show that this rule fails where \( x \) ranges over events and \( Ax \) states that \( x \) is in the relevant domain and actual. Given this parallel, Embry’s examples helpfully show that failures of simplification are a special case of the failure of a broader logical pattern, one not unique to disjunction.

4.2.2 Cases supporting simplification

So far we have only considered counterexamples to simplification. Let us now turn to cases supporting its validity. We first consider the example that kicked off discussions about simplification, due to Nute (1975).

(24) If we had had good weather this summer or the sun had grown cold, we would have had a bumper crop.

(24) is intuitively unacceptable. Let us assume that this sentence has the logical form \((A \lor B) > C\) (in the next section we will explore alternative readings). Nute designed (24) as a counterexample to similarity analyses of counterfactuals. For it is natural to assume that having good weather requires less of a departure from the actual world than the sun growing cold (more precisely, for every world where the sun grows cold, there is a world strictly more similar to the actual world where we have good weather this summer). Given this, similarity-based approaches to conditionals (such as Stalnaker 1968, Lewis 1973b) undesirably predict (24) to be equivalent to (25).

(25) If we had had good weather this summer, we would have had a bumper crop.

This problem does not arise for our proposal because it is not based on the concept of similarity. Let us show how our approach can account for (24)’s unacceptability.

We assume that the world at intervention time \( t \) contains the following two states: \text{WEATHER NOT GOOD} and \text{SUN STAY WARM}, representing, respectively, the fact that the weather was not good and that the sun stays warm. We assume that \text{WEATHER NOT GOOD} is exactly relevant to \( A = \text{we had good weather this summer} \) and that \text{SUN STAY WARM} is exactly relevant to \( B = \text{the sun grew cold} \). Then both states are exactly relevant to \( A \lor B \).

Regarding nomic possibility, we assume that for every nomically possible world \( w \), the weather is not good in \( w \) just in case \( w \) contains \text{WEATHER NOT GOOD}, and the sun stays warm in \( w \) just in case \( w \) contains \text{SUN STAY WARM}. Then by our definition of nomic relevance, both states are nomically relevant to \( A \lor B = \text{We had good weather this summer or the sun grew cold} \), since the absence of either state determines the truth of \( A \lor B \). So both states are in the foreground of \( A \lor B \) and therefore are allowed to vary when we interpret (24). There is some moment not containing \text{SUN STAY WARM} (there is some nomically possible world where the sun grows cold). This moment is an \( (A \lor B) \)-variant of \( t \), and every
world containing it is one where the sun grows cold, in which case we do not have a bumper crop. Thus $mh_{Pr}(w, A \lor B) \cap |A \lor B|$ contains a world where the consequent is false, so we predict (24) to be unassertable.

The key difference between McKay and Inwagen’s example and Nute’s is that, while WWII Spain was disposed to join the Axis over the Allies, there is no state like GOOD WEATHER PREFERENCE OVER SUN GROWING COLD such that for every nomically possible world containing this state, if the weather is good or the sun grows cold in this world, the sun stays warm. While it is easy to imagine WWII Spain harbouring Axis sympathy, it is bizarre to imagine a part of the world manifesting a preference between good weather and the sun growing cold.

Given the plausible counterexamples to simplification, semantic theories of conditionals have given many proposals to account for cases where the rule is felt to preserve truth. For example, Alonso-Ovalle (2006, 2009), Ciardelli (2016), and Ciardelli, Zhang, and Champollion (2018) assume that disjunction introduces alternatives and that conditionals involve universal quantification over alternatives. Such a proposal is compatible with the present account of the modal horizon, and certainly has appeal; for example, it accounts for the behaviour of disjunction in conditionals and unconditionals in a uniform way (see Rawlins 2013). However, the proposal raises the question of where the universal quantification comes from. It is not expected from the semantics of would, which as we saw in 3.2.2, does not contribute universal quantification. And as we will see below, putting universal quantification over alternatives into the literal meaning of conditionals makes the wrong predictions for conditionals in downward entailing environments. For these reasons, in the following section we aim to find the source of the universal quantification over alternatives within the semantic entry for conditionals we assumed in (18).

Or-to-and. Here is a surprising feature of the present approach: in many cases the following rule will come out to be truth-preserving.

$$\frac{(A \lor B) > C}{(A \land B) > C} \text{ Or-to-and}$$

There are compelling counterexamples to this rule, as in the following scenario from Schulz (2007:105) (also discussed by Ciardelli, Zhang, and Champollion 2018). Imagine two switches connected to a light. Each switch can be up or down. The light is on just in case both switches are in the same position. Currently both switches are up. Consider:

\[\text{Of course, one may easily rewrite the semantics of } A > C \text{ to include universal quantification; say, as } \forall w' \in \{s(mh_{Pr}(w, A) \cap |A|)\}, w' \in |C|, \text{ and then argue that the universal quantification over alternatives is somehow derived from this universal quantifier. But this feels like a trick, one that ignores the possibility of seeing simplification as an instance of general principles governing natural language interpretation.}\]
(26) a. If switch A or B were down, the light would be off.
    b. If switch A and B were down, the light would be off.

The present account predicts \((A \text{ down} \lor B \text{ down}) \rightarrow \text{Light off}\) to be unassertable in this scenario. Simply put, this is because on the present account when we interpret this antecedent we ‘remove’ the states of both switches, which leaves room for both switches to be down. This possibility survives the restriction to worlds where A or B is down (with or read inclusively). But in this world the light is on.

We propose that the apparent invalidity of or-to-and and the apparent validity of simplification have the same source. More concretely, we propose that the reading observed for (26a) is a free choice inference: disjunction takes wide-scope above the whole conditional, resulting in \((if \ A, \ C) \lor (if \ B, \ C)\) which is strengthened to a conjunctive interpretation \((if \ A, \ C) \land (if \ B, \ C)\) as a free choice inference (Figure 4.6). On this account, (26a) is acceptable because it is

\[
\begin{align*}
\text{if } A \text{ or } B, \ C \\
\downarrow \text{ WIDE SCOPE READING} \\
(if \ A, \ C) \lor (if \ B, \ C) \\
\downarrow \text{ FREE CHOICE INFERENCE} \\
(if \ A, \ C) \land (if \ B, \ C)
\end{align*}
\]

interpreted as \((if \ A, \ C) \land (if \ B, \ C)\).

Our key assumption to get this proposal off the ground is the following.

(27) Wide scope constraint. \([\langle A \rightarrow C \rangle \lor \langle B \rightarrow C \rangle]\) is preferred to \([\langle A \lor B \rangle \rightarrow C\].

An important question facing this proposal, one we will not answer here, is why disjunctive antecedent conditionals prefer to be interpreted with wide scope disjunction. There is precedent for items with a disjunctive/existential meaning preferring wide scope and being strengthened by a free choice inference. For example, Dayal (2004) and Chierchia (2013:333) propose that free choice any is subject to a wide scope constraint and receives its universal meaning by a free choice inference – exactly parallel to the proposal here. A fruitful question to explore is whether the wide scope constraint for universal free choice items can also account for the wide scope reading of disjunction in conditionals of the form \(\text{if } A \text{ or } B, \ C\).

\[11\] For evidence that \text{or} is by default read inclusively in disjunctive conditional antecedents, see Ciardelli, Zhang, and Champollion 2018:§2.6.2
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As we will see, each step in this account is independently attested: if \( A \) or \( B \), \( C \) can be read as \((if \ A, \ C) \lor (if \ B, \ C)\), and conditionals overtly of this form are strengthened to \((if \ A, \ C) \land (if \ B, \ C)\) by default.

This proposal gives a straightforward account of why simplification sometimes fails. In general, when an expression has a scope ambiguity and its default resolution is unavailable, we try another resolution. In cases where simplification fails the wide scope free choice reading \((if \ A, \ C) \land (if \ B, \ C)\) is false. For example, if Spain had fought with the Allies they would not have fought with the Axis; if the sun had grown cold we wouldn't have had a bumper crop. This leaves the narrow scope reading \((A \lor B), \, C\). In some cases this reading gives a perfectly apt utterance; for example, in section 4.2 we saw that McKay and Inwagen’s example, on a narrow scope reading, successfully communicated that WWII Spain had Axis sympathies. In other cases both scope readings are out. As we saw in section 4.2, Nute’s example (24) is also false on the narrow scope reading. The sentence has nowhere to turn, so we correctly predict its unacceptability.

We argue for a free choice approach to simplification on the basis of the many parallels between the two inferences.

**Four analogies between free choice and simplification.**

**Analogy 1.** Both free choice sentences and disjunctive conditional antecedents have a wide-scope reading without free choice/simplification.

\[(28)\] You may have cake or ice cream. I can’t remember which. (Fusco 2019, Pinton 2021)

a. \( \nsim \) You may have cake.

b. \( \nsim \) You may have ice cream.

\[(29)\] You would have gotten an extension if you had talked to the rector or the vice-rector. I can’t remember which one is responsible for extensions.

a. \( \nsim \) You would have gotten an extension if you had talked to the rector.

b. \( \nsim \) You would have gotten an extension if you had talked to the vice-rector.

---

\[12\] Other approaches that claim conditionals with disjunctive antecedents are ambiguous include van Rooij (2006), Alonso-Ovalle (2009), Starr (2014), Santorio (2018), and Khoo (2021b), though none account for simplification using the scope ambiguity that we use, between disjunction scoping inside the conditional antecedent or over the whole conditional.

\[13\] I assume that the wide scope disjunction reading of \( (if \ A \lor B, \ C) \) as \((if \ A, \ C) \lor (if \ B, \ C)\) without the free choice inference is only available when the speaker avows ignorance about which conditional is true. So it is not an available reading in the counterexamples to simplification we have considered here.
**Analogy 2.** There are instances of both wide-scope free choice (Zimmermann 2000) and wide-scope simplification.

(30) You can have cake or you can have ice cream.
   a. \( \sim \) You can have cake.
   b. \( \sim \) You can have ice cream.

(31) Alice might be in Paris or she might be in Berlin.
   a. \( \sim \) Alice might be in Paris.
   b. \( \sim \) Alice might be in Berlin.

(32) If you cut the grass I’ll give you 5 euro or if you clean the windows I’ll give you 5 euro.
   a. \( \sim \) If you cut the grass I’ll give you 5 euro.
   b. \( \sim \) If you clean the windows I’ll give you 5 euro.

Wide scope simplification also appears in the Book of Leviticus:

(33) And if a soul sin ... if he do not utter it, then he shall bear his iniquity.
    Or if a soul touch any unclean thing ... he also shall be unclean, and guilty.
    Or if he touch the uncleanness of man ... when he knoweth of it, then he shall be guilty.

This is most naturally read as a conjunction of conditionals. Given that the book has been translated into many languages, this passage invites cross-linguistic comparison. A disjunction word links the clauses of Leviticus 5 in, for example, Mandarin Chinese (huò), the original Hebrew (ו), Hungarian (vagy), Icelandic (eða), Māori (rānei), Urdu (य), Somali (ama), Welsh (neu) and Yoruba (tábí). This suggests that wide-scope free choice from conditionals is a cross-linguistically robust phenomenon.

**Analogy 3.** Free choice inferences and simplification both disappear in downward entailing environments (without special ‘denial’ intonation).\(^{14}\)

---

\(^{14}\)One might wonder whether *doubt* could scope below the conditional antecedent at LF. Iatridou has found cases where the antecedent takes surface scope above an attitude verb:

(i) If it rains Mary believes/said/heard/assumed that Bill will come. (Iatridou 1991:26)

One might try to devise a mechanism where in (35) and (36) the free choice is computed with the attitude verb in the consequent, proposing that (35) and (36) have following logical forms, respectively.

(ii) a. If Alice or Bob had taught him, John doubts he would have passed.
    b. If Alice or Bob had taught her, every student doubts she would have passed.

I see two challenges facing this idea. The first is that (35) implies both (35a) and (35b) (and
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(34) I doubt Alice can have ice cream or cake.
   a. \( \sim \) I doubt Alice can have ice cream.
   b. \( \sim \) I doubt Alice can have cake.

Alonso-Ovalle (2009, citing Angelika Kratzer, p.c.) and Santorio (2018) observe that, in downward entailing environments, conditionals with disjunctive antecedents also entail both of their simplifications.

(35) John doubts he would have passed if Alice or Bob had taught him.
   a. \( \sim \) John doubts he would have passed if Alice had taught him.
   b. \( \sim \) John doubts he would have passed if Bob had taught him.

(36) Every student doubts she would have passed if Alice or Bob had taught her.
   a. \( \sim \) Every student doubts she would have passed if Alice had taught her.
   b. \( \sim \) Every student doubts she would have passed if Bob had taught her.

(37) No one will enjoy the party if they get stuck talking to Larry or Sue.
   a. \( \sim \) No one will enjoy the party if they get stuck talking to Larry.
   b. \( \sim \) No one will enjoy the party if they get stuck talking to Sue.

Given that free choice inferences disappear in downward entailing environments, these readings follow immediately on the present account, since \( \neg ((if A, C) \lor (if B, C)) \) is equivalent to \( \neg (if A, C) \land \neg (if B, C) \).

**Analogy 4.** Free choice inferences and simplification both allow for a ‘denial reading’.

(36) implies both (36a) and (36b)) even when the attitude verb is interpreted below conditional antecedent; indeed, this is the most natural reading, where the doxastic states in question are not conditional on who teaches. The second problem is that the QP *every student* in (iii) does not c-command the pronoun *her* (see Iatridou 1991:30–31), so the sentence is not even grammatical.

A further potential piece of evidence against this strategy comes from (iii).

(iii) A: If Alice or Bob had taught John, he would have passed.
     B: I doubt it.

B’s response intuitively implies that Alice and Bob are both bad teachers. However, I do not find this datum so convincing. One might reply, say, that in (iii) B’s beliefs are modally subordinate (in the sense of Roberts 1989) to the antecedent *if Alice or Bob had taught John*, as they are in (iv).

(iv) A: If a wolf came in to the house, it would eat the apples.
    B: I doubt it would.
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(38) Alice cannot have cake OR ice cream. Ice cream is off limits.

Here is an example from the TV show *The Office* (season 2, episode 2).

(39) Michael: The problem is that I am the boss, and apparently I can’t say anything.
Jan: Well, that’s true... in a way. You can’t say ANYthing.

Here Jan is denying the free choice reading of *anything*.\(^{15}\)

A hallmark of denial readings is that they require overt negation. Compare:

(40) a. Alice is not allowed to have cake OR ice cream. Ice cream is off limits.
    b. ??Alice is forbidden from having cake OR ice cream. Ice cream is off limits.

We see the exact same pattern with denials of the simplification inference, requiring the same intonation contour:

(41) Samee does not think that he would have passed if Alice OR Bob had taught him. He thinks Bob is a great teacher.

and overt negation. Compare (41) with (42).

(42) ??Samee doubts that he would have passed if Alice OR Bob had taught him. He thinks Bob is a great teacher.

\(^{15}\)Alonso-Ovalle (2009) offers the following example to support the claim that simplification results from universal quantification over alternatives.

(i) It is plain false that Hitler would have been pleased if Spain had joined Germany or the U.S. (Kratzer, p.c., a variation on an example in Nute (1980a:157))

(ii) ... There is enough evidence showing that he might have objected to Spain joining the U.S. If she had joined Germany, he would have been pleased, of course. (Kratzer, p.c.)

Alonso-Ovalle (2009:220) later writes that he will remain agnostic as to whether \( \neg((if\ A\ or\ B,\ C)\ implies\ \neg(if\ A,\ C)\ and\ \neg(if\ B,\ C)\ or\ \neg(if\ A,\ C)) \) or \( \neg((if\ A,\ C)\ or\ \neg(if\ B,\ C)) \).

I take it that (i) involves a denial reading, where the characteristic emphasis on or is obscured by the emphatic it is plain FALSE that.... Compare the sentences in (iii).

(iii) a. It is plain false that Alice would have enjoyed the party if her best friend or ex had come.
    b. It is plain false that Alice would have enjoyed the party if her BEST FRIEND or ex had come.

(iiiia) suggests that Alice does not enjoy spending time with her best friend, while (iiib) only suggests that Alice does not enjoy spending time with her ex.
Comparison with alternative accounts of simplification.

**Santorio (2018)** Santorio (2018) proposes that simplification is due to a covert distributivity operator, and that when the distributivity operator is absent, simplification fails. A problem for Santorio’s approach is that distributivity is optional, and is often absent when it leads to an incoherent meaning.

(43) The students ate a pizza. ... They were still hungry afterwards, since they each had only one slice!

The students ate a pizza is most naturally interpreted with a covert distributivity operator, expressing that the students ate a pizza each. The continuation in (43) forces a non-distributive interpretation, showing that the distributivity operator is optional. Now, if (44) similarly contained an optional distributivity operator, would expect to be able to remove it to save the sentence from falsity.

(44) If we had had good weather this summer or the sun had grown cold, we would have had a bumper crop. (Alonso-Ovalle 2006, a variation on an example by Nute 1975)

If simplification were due to a distributivity operator, as Santorio (2018) proposes, we would have to explain why it seems obligatory for conditionals but optional elsewhere.

Moreover, Khoo (2021a) noticed that simplification is obligatory with if or if-conditionals, suggesting they do not use an (optional) distributivity operator.

**Khoo (2021)** Khoo (2021a) considers the case of double-if conditionals, proposing that if can type-shift propositions to sets of propositions.

(45) \[ [[\text{If } A \text{ or if } B, C]]^{w,f} = 1 \text{ iff } \forall X \in \{A, B\} : \forall w' \in f^X(w) : [C]^{w', f^X} = 1. \]

A problem with Khoo’s (2021) account is that it predicts an existential meaning for if or if-conditionals in downward entailing environments. We instead observe a universal meaning. To see this, let’s see what happens when we embed an if or if-conditional under doubt. Doubt is downward entailing, as shown by the fact that it licences NPIs (a fact that is expected assuming the equivalence of doubt and think not).

(46) a. I doubt anyone will have any questions.
    b. I doubt she ever tried pickles.
    c. I doubt he lifted a finger to help.

Now consider (47), in a context where every student attended all the classes, was taught by Alice and passed.
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(47) Every student doubts they would have passed if they had missed a class or if Bob had taught them.

(47) has two readings, depending on the scope of or.

(48) a. *every > or*. For every student x, x doubts that (x would have passed if x had missed a class or x would have passed if Bob had taught x).
   b. *or > every*. Every student doubts they would have passed if they had missed a class or every student doubts they would have passed if Bob had taught them.

We are interested in the first reading. It intuitively implies that for every student x, x doubts that they would have passed if they had missed a class and x doubts that they would have passed if Bob had taught them.

(49) a. Every student x doubts ((if x miss, pass) ∨ (if Bob teach x, pass))
   b. ⇔ Every student x thinks ¬((if x miss, pass) ∨ (if Bob teach x, pass))
   c. ⇔ Every student x thinks (¬(if x miss, pass) ∧ ¬(if Bob teach x, pass))

We observe the same strong reading with other downward entailing operators:

(50) a. No student would have passed if they had missed a class or if Bob had taught them.
    b. No student would have passed if they had missed a class.
    c. No student would have passed if Bob had taught them.

Under downward entailing operators, then, Khoo (2021a) predicts an existential meaning for *if or if*-conditionals that at least one of the conditionals is false. We instead observe the universal meaning that both conditionals are false.

In contrast, on the present proposal ¬(if A, C or if B, C) gives rise to the observed universal meaning: ¬(if A, C) and ¬(if B, C), since free choice inferences disappear in downward entailing environments (denial readings aside).

### 4.2.3 First-order clauses

We may define exact verification and exact falsification for a first-order language. This will extend the reach of our analysis of sufficiency and conditionals to quantified sentences. For a conditional antecedent or because-clause containing a quantified sentence often raises hypothetical alternatives in a systematic way, with different people imagining the same scenarios. Since the hypothetical scenarios raised by a sentence are determined by its exact verifiers and falsifiers (and the parthood relation), to capture this fact on the present proposal we need the exact verifiers and falsifiers of quantified sentences to also be determined in a systematic way.

Our atomic sentences will be of the form \( P(a_1, \ldots, a_n) \) where \( P \) is an \( n \)-ary
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Predicate and $a_1, \ldots, a_n$ individual constants. In the first-order case our model is as follows.

(51) **First-order model.** Our model is a tuple $(S, \leq, D, g, | \cdot |^+, | \cdot |^-)$ where

a. $(S, \leq)$ is a state space.

b. $D$ is a domain of individuals.

c. $g$ is a function assigning to each term an element of the domain.

d. $| \cdot |^+$ and $| \cdot |^-$ assign to each $n$-ary predicate $P$ and sequence of $n$ individuals $(d_1, \ldots, d_n)$ from the domain a set of states.

The clauses for the atomic sentences become:

(52) a. $s \models P(a_1, \ldots, a_n)$ iff $s \in |P, g(a_1), \ldots, g(a_n)|^+$

b. $s \not\models P(a_1, \ldots, a_n)$ iff $s \not\in |P, g(a_1), \ldots, g(a_n)|^-$

and the clauses for the connectives are the same as in the propositional case.

There are many ways to extend the propositional clauses to the first order case (see Fine 2017b:566–569 for discussion). Here we will follow the tradition of Generalised Quantifier Theory (Barwise and Cooper 1981, Keenan and Stavi 1986) by representing quantifiers as having two arguments, a restriction and a scope (this approach is also discussed by Fine 2017b:568). Where $A(x)$ and $B(x)$ are sentences and $x$ a variable, $\forall x(A(x) : B(x))$ and $\exists x(A(x) : B(x))$ are also sentences. To illustrate, the sentence *Every switch is up* can be formalised as $\forall x(\text{switch}(x) : \text{up}(x))$, where *switch* and *up* are unary predicates.

An immediate issue one runs into when formulating exact verification and falsification clauses for the quantifiers is the question of world-relativity. Since entities may have different properties in different worlds, it appears that a state may be present in two worlds and exactly verify a quantified sentence in one world but not in the other. For example, let $w_2$ be a world containing only two light switches, A and B, both of which are up, and $w_3$ a world containing switches A, B and a third switch C, which are also all up. Then the state of A and B being up is part of both $w_2$ and $w_3$, but it is plausible to say that this state exactly verifies *every switch is up* in $w_2$ but not in $w_3$.

World-relativity is important issue when it comes to giving the exact verification and falsification clauses for the quantifiers, but it is not directly relevant to our present goal here of describing what parts of the world we fix and what we allow to vary when interpreting a sentence.\footnote{Fine (2017b:568) proposes that the exact verifiers of a universal statement (and dually, the exact falsifiers of an existential statement) contain a ‘totality fact’. For instance, there is a state representing the fact that switches A and B are all the switches there are, which is part of $w_2$ but not $w_3$. On such a proposal exact verification and falsification are not world-relative. For the proposal denies that the state of switch A and B being up exactly verifies *every switch is up* in $w_2$; rather, this sentence is exactly verified by the fusion of that state together with the totality fact representing that A and B are all the switches. In $w_3$ a different state – containing
possible view on the exact verification and falsification clauses for the quantifiers, assuming a fixed domain of entities and a fixed interpretation of the predicates across worlds. We say that a state \( s \) exactly verifies \( \forall x (A(x) : B(x)) \) just in case \( s \) is a fusion of exact verifiers \( B(a_1), B(a_2), \ldots, \) where \( a_1, a_2, \ldots \) are all and only the constants such that \( A(a_1), A(a_2), \ldots \) are true. Note that this clause blends two notions of verification: truth and exact verification. We have truth in the restrictor and exact verification in the scope. We take truth to be classical (e.g. \( \neg A \) is true just in case \( A \) is not true, and so on). The exact verifiers of an existential statement are straightforward. A state \( s \) exactly verifies \( \exists x(A(x) : B(x)) \) just in case it exactly verifies \( B(a) \) for some constant \( a \) such that \( A(a) \) is true. Dually, we define the exact falsifiers of quantified sentences similarly, by swapping \( \forall \) and \( \exists \), and swapping exact verification and exact falsification. Our semantic clauses are as follows:\(^{17}\)

\[
(\forall^+) s \models \forall x (A(x) : B(x)) \text{ iff there is a set of states } T \text{ such that } s = \bigcup T \text{ and a function } f : C \rightarrow T \text{ where } C = \{c : c \text{ is a constant, } A(c) \text{ is true}\} \text{ and } f(c) \models B(c) \text{ for all } c \in C.
\]

\[
(\forall^-) s \not\models \forall x (A(x) : B(x)) \text{ iff } s \not\models B(a) \text{ for some constant } a \text{ such that } A(a) \text{ is true.}
\]

\[
(\exists^+) s \models \exists x (A(x) : B(x)) \text{ iff } s \models B(a) \text{ for some constant } a \text{ such that } A(a) \text{ is true.}
\]

\[
(\exists^-) s \not\models \forall x (A(x) : B(x)) \text{ iff there is a set of states } T \text{ such that } s = \bigcup T \text{ and an assignment } f : C \rightarrow T \text{ where } C = \{c : c \text{ is a constant, } A(c) \text{ is true}\} \text{ and } f(c) \not\models B(c) \text{ for all } c \in C.
\]

On the subject matter view of the foreground, we take the subject matter of a quantified sentence to percolate up from the subject matter of its instances for which the restriction holds. Then just as \( A \lor B \) and \( A \land B \) have the same subject the states of switches \( A, B, C \) and a different totality fact – exactly verifies \textit{every switch is up.} \(^{17}\)

\(^{17}\)These clauses produce some familiar desirable results. Here we mention two. Firstly, universal and existential quantification come out as duals (let \( A \equiv B \) denote that \( A \) and \( B \) have the same exact verifiers and falsifiers at every world).

\[
\forall x (A(x) : B(x)) \equiv \neg \exists x (A(x) : \neg B(x))
\]

\[
\exists x (A(x) : B(x)) \equiv \neg \forall x (A(x) : \neg B(x))
\]

Secondly, universal and existential quantification are generalised conjunction and disjunction, respectively, in the following sense.

\[
A(a) \land A(b) \equiv \forall x (x = a \lor x = b : A(x))
\]

\[
A(a) \lor A(b) \equiv \exists x (x = a \lor x = b : A(x))
\]
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In this section we discuss an advantage of distinguishing between a quantifier’s restrictor and scope, and interpreting the restrictor with respect to ordinary truth at a world rather than exact verification and falsification. Doing so makes it much easier to determine the foreground of sentences whose meaning includes purely formal conditions, such as tense information. For example, in section 3.7.1 we discussed the sentence This is moving, proposing that once we attend to tense and aspect we can represent its meaning as

\[ \exists e (\text{move}(e) \land \text{agent}(e) = x \land \text{runtime}(e) \subseteq t). \]

Now, our guiding intuition when analysing the foreground was that a sentence’s foreground is the set of states that are ‘directly responsible’ for its truth. It is natural to wonder what part of the world is ‘directly responsible’ for the truth of a condition such as runtime(e) \( \subseteq t \), stating that the runtime of event e is included in the reference time t, or agent(e) = x, stating that x is the agent of event e. However, given a distinction between between a quantifier’s restrictor and scope, we can instead represent the meaning of This is moving as

\[ \exists e (\text{agent}(e) = x \land \text{runtime}(e) \subseteq t : \text{move}(e)). \]

To determine the foreground of this formula, we need to know the truth conditions of the restrictor and the foreground of the scope. We do not need to determine the foreground of the formal conditions agent(e) = x and runtime(e) \( \subseteq t \). The issue, of course, is not unique to This is moving but fully general. Virtually all sentences express formal conditions, such as information locating events in time. We can apply the present proposal without needing to answer tricky questions about the exact verifiers or falsifiers of such formal conditions – a welcome result.

Let us now apply the clauses to some example sentences, to test the predictions of our proposal.

4.2.4 Putting formal conditions in the restrictor

Consider a variant of the light switch example from Figure 3.1. This time there are three switches, A, B and C, and the light is on just in case all switches are up. Currently A is down and B and C are up, so the light is off (see Figure 4.7).
Consider (54) in this context.

\begin{align}
(54) & \quad \text{a. If all the switches were up, the light would be on.} \\
& \quad \text{b. If the switches were in the same position, the light would be on.}
\end{align}

Or suppose all the switches are up and consider (55).

\begin{align}
(55) & \quad \text{a. The light is on because all the switches are up.} \\
& \quad \text{b. The light is on because all the switches are in the same position.}
\end{align}

Intuitively the (a)-sentences in (54) and (55) are true while the (b)-sentences are false.

Let us work out what we predict for this example on the truthmaker semantics view of the foreground (the subject matter view gives the same results here). We begin by computing the states in the switches scenario that exactly verify or falsify all the switches are up. Since this sentence is currently false, we find the exact falsifiers of this sentence.

\[
s \models \forall x (\text{switch}(x) : \text{up}(x))
\]

iff \quad s \models \text{up}(d) \text{ for some constant } d \text{ such that } \text{switch}(d) \text{ is true at } w \quad (\forall)^-

iff \quad s \models \text{up}(a) \text{ or } s \models \text{up}(b) \text{ or } s \models \text{up}(c)

Let us assume that for any switch \( x \), a state exactly falsifies \( \text{switch } x \text{ is up} \) just in case it exactly verifies \( \text{switch } x \text{ is down} \). The actual world contains the state of A being down, the state of B being up, and the state of C being up. Of these, only the state of A being down overlaps an exact falsifier of \( A = \forall x (\text{switch}(x) : \text{up}(x)) \). By our definition of \( A \)-variant in Definition 3.6.1, the \( A \)-variants of \( w \) are those containing the state of B being up and C being up; namely, the actual configuration, and the one where all switches are up. When we then restrict to those \( A \)-variants where \( A \) is true, we find that all switches are up. In that world, the light is on, so we predict (54a) to be true, as desired.

Turning to the (54b), while the sentence The switches are in the same position does not contain any quantifiers overtly, one may represent its meaning at a certain level of abstraction using quantifiers. For example, one may take it to be equivalent to There is a position \( x \) such that for every switch \( y \), \( y \) is in \( x \); that is,

\[
\exists x (\text{position}(x) : \forall y (\text{switch}(y) : y \text{ is in } x)).
\]
We calculate the exact falsifiers of this sentence as follows.

\[ s \models \exists x (\text{position}(x) : \forall y (\text{switch}(y) : y \text{ is in } x)) \]

iff there is a set of states \( T \) such that \( s = \bigcup T \) and \( f : C \to T \) where

\( C = \{ c : c \text{ is a constant, position}(c) \text{ is true} \} \) and

\( f(c) \models \forall y (\text{switch}(y) : y \text{ is in } c) \) for all \( c \in C \).

iff there is a set of states \( T \) such that \( s = \bigcup T \) and an assignment \( f : \{ \text{up}, \text{down} \} \to T \) where

\( f(\text{up}) \models \forall y (\text{switch}(y) : y \text{ is up}) \) and \( f(\text{down}) \models \forall y (\text{switch}(y) : y \text{ is down}) \)

iff there is a set of states \( T \) such that \( s = \bigcup T \) and \( f : \{ \text{up}, \text{down} \} \to T \)

where \( f(\text{up}) \models A \text{ down} \) or \( g(\text{up}) \models B \text{ down} \) or \( f(\text{up}) \models C \text{ down} \)

and \( f(\text{down}) \models A \text{ up} \) or \( g(\text{down}) \models B \text{ is up} \) or \( f(\text{down}) \models C \text{ is up} \).

Where \( A \text{ down} \), \( B \text{ up} \) and \( C \text{ up} \) are the states exactly verifying \( A \text{ is down} \), \( B \text{ is up} \) and \( C \text{ is up} \), respectively, we see that we have two choices for \( T \) at \( w \): \( \{ A \text{ down}, B \text{ up} \} \) and \( \{ A \text{ down}, C \text{ up} \} \). Thus their fusions \( A \text{ down} \uplus\ B \text{ up} \) and \( A \text{ down} \uplus\ C \text{ up} \) exactly falsify that the switches are in the same position. When we remove the states overlapping these states, we find that we remove the position of each switch. This is illustrated in Figure 4.8, where \( a, b \) and \( c \) abbreviate \( A \text{ down}, B \text{ up} \) and \( C \text{ up} \), respectively, and, for example, \( ab \) abbreviates the fusion of \( a \) and \( b \). We let \( r \) represent the part of the world that does not overlap the switches.

So where \( A \) is the sentence \( \text{The switches are in the same position} \), there are \( A \)-variants where all switches are up and \( A \)-variants where all switches are down. In the latter world the light is off, so we predict that (54b) is not necessarily true,
since it is false for some selection functions, and therefore unassertable. This is
the intuitively correct result.

Here is a second example, involving infinity. Imagine an infinite tape, where
each cell of the tape can be in one of two states: with a hole or no hole. Actually,
every cell has a hole (Figure 4.9).

![Figure 4.9](image)

Imagine a counting machine that runs along the tape, counting the number of
holes. The counter has enough memory to count to one trillion. Suppose the
machine starts counting. It counts to one trillion and then stops. It was not able
to count all the holes. Consider (56) in this context.

(56) The counter was unable to count all the holes because there are infinitely
many of them.

(56) is an acceptable thing to say in this context, given that the counter can only
count to one trillion.¹⁹

Recall the negative condition of because is an existential condition: it is satis-
fied if (but not only if) there is some possibility in the modal horizon where the
cause occurs but the effect does not.²⁰ Some evidence for this comes from the
acceptability of sentences such as (57) (McHugh 2020).

(57) He has an American passport because he was born in Boston.²¹

Similarly, for the negative condition of because to be satisfied in (56), it is enough
that the modal horizon contain some possibility where the tape has less than a
trillion holes. Intuitively we consider such possibilities when we interpret (56).

This point is reinforced when we consider the conditional in (58).

(58) If the tape had finitely many holes, it would still have more than a trillion
holes.

¹⁸Similar issues involving infinity and verification have been discussed by Kratzer (1990,

¹⁹Note that (56) may give rise to the inference that the counter was unable to count all the
holes only because there are infinitely many of them, i.e. that for any finite number of holes,
the counter would have been able to count them. On this reading (56) is unacceptable. In
McHugh (2020) I argue that this is an implicature.

²⁰We write “but not only if” since this is not a necessary condition for the negative condition
to be satisfied, as overdetermination cases make clear. But it is a sufficient condition. This
follows from the factivity of production: since C produce E entails E, ¬(C ⊨ E) entails
¬(C ⊨ (C produce E)).

²¹Source: Rupaulsdragrace.fandom.com.
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(58) is unacceptable. On hearing it, one wants to respond: ‘not necessarily’. If the tape had finitely many holes, intuitively it could have any finite number of holes.

We can express *The tape has infinitely many holes* in a first-order language as *There is a collection* \(x\) (plurality, set, etc.) *such that* \(x\) is infinite and for every \(y\) in \(x\), \(y\) is a hole:

\[
\exists x \left( \text{collection}(x) \land \text{infinite}(x) \land \forall y (y \in x : y \text{ is a hole}) \right).
\]

When we compute the exact verifiers of this sentence using the clauses proposed above, we find it is exactly verified by every fusion consisting of infinitely many holes.\(^{22}\) Our definition of \(A\)-variance asks us to consider the set of worlds containing every state that does not overlap an exact falsifier of the sentence we are asked to imagine true; namely, \(A = \text{The tape has finitely many holes}\). So the \(A\)-variants of the tape are those with any number of holes. When we then restrict to those \(A\)-variants where there are finitely many holes, we find tapes with any finite number of holes, matching intuition. In some of these worlds there are fewer than one trillion holes, which is enough to satisfy the negative condition of (56) and correctly predict its acceptability, and for (58) to come out as not necessarily true, and therefore unassertable (since its truth depends on the particular selection function).

4.3 Comparison with similarity approaches and premise semantics

Now that we understand how the present approach derives the correct predictions in these cases, let us take them as a point of comparison with alternative analyses of conditionals. We will consider two main approaches to conditionals, those based on similarity (Lewis 1973b) or minimal change (Stalnaker 1968, Pollock 1976), and Kratzer’s approach based on premise semantics (Kratzer 2012).

Consider the following three configurations of the three switches (Figure 4.10).

Now answer the following questions.

(59) a. Is configuration 1 more similar than configuration 2 to the configuration on the left?

\(^{22}\)This agrees with a proposal by Deigan (2020:527), who suggests that a state exactly verifies *There are infinitely many* \(F\)’s just in case it is the fusion of infinitely many states \(t, u, \ldots\) where each state \(t, u, \ldots\) exactly verifies \(F(a)\) for some constant \(a\). Deigan proposes this entry as a stipulation, while here it follows from general principles; in this case from (3)\(^7\), and by assigning the sentence *There are infinitely many* \(F\)’s the logical form \(\exists x (\text{set}(x) \land \text{infinite}(x) : \forall y (y \in x : F(y)))\).
b. Is configuration 2 more similar than configuration 1 to the configuration on the left?

(60) a. Does configuration 2 differ more than configuration 1 from the configuration on the left?

b. Does configuration 1 differ more than configuration 2 from the configuration on the left?

These questions do not have a single absolute answer. However, there is a prominent sense in which the answer to the (a)-questions is ‘yes’ and the answer to the (b)-questions is ‘no’. For configuration 1 differs from the configuration on the left only in the position of one switch, while configuration 2 differs in the position of two. In this sense 1 is more similar than 2 to the left configuration. This is certainly not the only way to answer these questions, but it is clear that according to our intuitive concept of similarity and difference, it is a plausible response – perhaps even the most plausible one.

Now recall (54b):

(54b) If the switches were in the same position, the light would be on.

When we interpret (54b), intuitively we consider both configurations 1 and 2. Consider what a semantics of conditionals based on our intuitive concept of similarity or difference would say about this case. As we have seen, there is a plausible sense in which configuration 1 is more similar than 2 to the left configuration, and that 1 differs less than 2 from the left configuration. If our interpretation of conditionals were based on our intuitive concept of similarity or difference, we would expect this response to affect our interpretation of (54b), either by making (54b) come out true or by allowing us to acknowledge a prominent sense in which it is true. This is not what we observe. Rather, we reject (54b) as unassertable. This divergence suggests that our interpretation of conditionals is not based on our intuitive concept of similarity or difference.23

The tape example raises similar problems for a semantics of conditionals based

---

23A number of authors have given previous examples suggesting that the semantics of conditionals is not based on our intuitive concept of similarity or difference (see e.g. Fine 1975a, Tichý 1976, Slote 1978).
on similarity or difference. Imagine three tapes, A, B₁ and B₂. Each tape has infinitely many cells, with each cell in one of two states: blank or with a hole punched out. As Figure 4.11 shows, every cell of tape A has a hole, tape B₁ has a hole only in the first cell, and tape B₂ has a hole only in the first two cells.

![Figure 4.11](image)

Let us evaluate how tapes B₁ and B₂ compare in terms of similarity to tape A. Consider:

(61) a. Is B₁ more similar to A than B₂ is?
    b. Is B₂ more similar to A than B₁ is?

Intuitively, I would respond ‘No’ and ‘Yes’, respectively.

Of course, we can go on. Imagine a tape with holes in the first three cells (call it B₃). Intuitively B₃ more similar to A than B₂. In general, for any natural number n, let Bₙ be the tape beginning with n many holes, and no holes thereafter, illustrated in Figure 4.12. According to our intuitive concept of similarity, for any natural number n ≥ 1, Bₙ₊₁ is more similar to A than Bₙ is.

![Figure 4.12](image)

The set of tapes B-tapes, \{Bₙ : 1 ≤ n ∈ N\} therefore does not contain a ‘most similar’ tape to A. Formally put, our intuitive concept of comparative similarity is not converse well-founded: the set of B-tapes does not have a maximal element with respect to similarity to tape A. Thus if we take Lewis’s (1973) semantics of would conditionals to be based on our intuitive concept of similarity, his semantics predicts (58), repeated below, to be acceptable.
(58) If the tape had finitely many holes, it would still have more than a trillion holes.

Moreover, failures of the limit assumption lead to invalidating the following rule.

\[
A > C_1 \quad A > C_2 \quad A > C_3 \quad \cdots \quad \text{Conjunction rule}
\]

\[
A > (C_1 \land C_2 \land C_3 \land \cdots)
\]

The conjunction rule is highly plausible. Now consider:

(62) a. For every natural number \( n \), if tape A had finitely many holes, it would have not have \( n \) holes.

b. If tape A had finitely many holes, for every natural number \( n \), the tape would not have \( n \) holes.

c. If tape A had finitely many holes, it would not have finitely many holes.

Given that each tape \( B_{n+1} \) is strictly more similar to the actual tape A than \( B_n \), Lewis’s semantics for counterfactuals – based on our intuitive concept of similarity – would predict (62a) to be true. But then if the infinitary conjunction rule were valid, (62a) would imply (62b), which is equivalent to (62c), of the form \( A > \neg A \). In other words, if we plug our intuitive concept of similarity into Lewis’s semantics, we predict the antecedent \textit{if tape A had finitely many holes} to be a counterfactual impossibility. This is clearly an undesirable result.\[24\]

This problem also affects Kratzer’s semantics of conditionals. Let us consider Kratzer’s approach now.

### 4.3.1 Kratzer’s situation-based semantics of conditionals

Kratzer (1989) works in a situation semantics, where situations are parts of possible worlds and propositions defined as sets of situations (as usual, we define that a set of situations \( p \) is true at a situation \( s \) just in case \( s \) is an element of \( p \)). Kratzer defines the following relationship of \textit{lumping} between propositions.

(63) Where \( p \) and \( q \) are sets of situations, and \( w \) a world, \( p \) lumps \( q \) at \( w \) just in case

a. \( p \) is true in \( w \), and

b. Every situation that is part of \( w \) where \( p \) is true, \( q \) is also true.

Lumping is like entailment, but factive and local: factive in the sense that for a proposition \( p \) to lump another at a world \( w \), \( p \) must be true at \( w \); local in the

\[24\]Fine (2012b) offers another example where the limit assumption fails and the similarity approach makes the wrong predictions. Fine’s scenario involves changes through time (i.e. what worlds are nomically possible), while the tape example is based purely on how things stand at a moment in time. We use the tape example over Fine’s to show that problems for the similarity approach remain regardless of nomic possibility.
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sense that the lumping relationship is determined with respect to situations in a single world.

Kratzer formulates her truth-conditions for conditionals using premise semantics. She starts with what she calls a base set $F_w$, which is a set of propositions (sets of situations) all of which are true in the world of evaluation $w$. She imposes some constraints on what counts as an admissible base set (see Kratzer 2012:132–33). These constraints will not play a major role here, since as the reader may verify, they are all satisfied in the examples to come.

Given an admissible base set and a proposition $p$, Kratzer defines the crucial set $F_{w,p}$ as follows.

4.3.1. Definition (The crucial set). For any world $w$, admissible base set $F_w$, and proposition $p$, $F_{w,p}$ is the set of all subsets $A$ of $F_w \cup \{p\}$ satisfying the following conditions:

(i) $A$ is consistent
(ii) $p \in A$
(iii) $A$ is closed under lumping: for all $q \in A$ and $r \in F_w$: if $q$ lumps $r$ in $w$, then $r \in A$.

4.3.2. Definition (Truth conditions of “would”-counterfactuals). Given a world $w$ and an admissible Base Set $F_w$, a “would”-counterfactual with antecedent $p$ and consequent $q$ is true in $w$ iff for every set in $F_{w,p}$ there is a superset in $F_{w,p}$ that logically implies $q$.

In the case of (58), let $p$ be the proposition expressed by *The tape has finitely many holes* and let $h_n$ be the proposition expressed by *Cell $n$ has a hole* where $n$ is a natural number. Propositions such as $h_n$, which describe a simple fact about the scenario, seem ideally suited to be elements of the base set $F_w$. So let us assume, naturally enough, that the base set $F_w$ consists of the propositions $h_n$ for every natural number $n$.

Now take any subset $A$ of $F_w \cup \{p\}$ satisfying conditions (i)–(iii). Since $A$ contains $p$ and is consistent, there must be some number $n$ such that $h_n$ is not in $A$ (otherwise $A$ would entail that there are infinitely many holes on the tape). Let us add $h_n$ to $A$, resulting in $A^+ = A \cup \{h_n\}$. Then $A^+$ is also consistent, and is also closed under lumping since no proposition $F_w \cup \{p\}$ lumps any other proposition in $F_w \cup \{p\}$. Now, we can repeat this operation as many times as we like, adding more and more propositions to $A$ asserting the presence of more and more holes until we reach any finite number of holes – say, one trillion and one. Thus every set in $F_{w,p}$ has a superset in $F_{w,p}$ that logically implies that the tape has more than a trillion holes, so Definition 4.3.2 incorrectly predicts (58), repeated below, to be acceptable.

Kratzer (2012:166) also suggests the following notion of exemplification.
(58) If the tape had finitely many holes, it would still have more than a trillion holes.

### 4.4 Reconstructing the present proposal within the ordering approach

In the previous section we saw how the clauses for exact verification and falsification interact with our proposal about how sentences raise hypothetical sce-

(i) A possible situation \(s\) exemplifies a proposition \(p\) iff
   a. \(p\) is true at \(s\), and
   b. \(p\) is true at every proper part of \(s\) or at no proper part of \(s\).

Exemplification also produces unwanted results when infinity is around. For example, one would like a situation consisting of infinitely many holes on the tape to exemplify the proposition \(\text{There are infinitely many holes on the tape}\). However, such a situation does not, since it has a proper part (one containing a smaller collection of infinitely many holes) where the proposition expressed by that sentence is true, and also has a proper part (one containing finitely many holes) where the proposition expressed by that sentence is false.

Kratzer (1990, 2002, 2012:171) proposes to get around this problem with the idea that the proposition expressed by, say, \(\text{There are infinitely many stars}\) is true at a situation just in case it contains every star in the world, of which there are infinitely many. This has the unintuitive result that a situation can contain infinitely many stars but still the proposition expressed by \(\text{There are infinitely stars}\) is not true at that situation. Kratzer replies that we can understand such sentences as about all the stars there are, brought out by the German sentence in (ii) in which the noun is topicalized.

(ii) *Sterne gibt es unendlich viele.*

Stars are there infinitely many.

As for the stars, there are infinitely many of them.

There are, however, other sentences where this move is less plausible, such as Fine’s \(\text{This is moving}\) (discussed in section 3.7.1), as well as (iii).

(iii) a. There is at least one infinite collection of stars.
    b. There is a situation containing infinitely many stars.

It is hard to see how (iii) are making a claim about all the stars there are in our world. Kratzer’s reasoning here would force us to say that there is a situation containing infinitely many stars where the proposition expressed by \(\text{There is a situation containing infinitely many stars}\) is not true (namely, a situation containing infinitely many but not all stars) – an implausible result.

Now, when we use sentences such as (iii) as a conditional antecedent we have the same problem as above; for example, (iv) are still intuitively unacceptable.

(iv) a. If there were not one infinite collection of holes on the tape, the tape would still have more than a trillion holes.
    b. If there were no situation containing infinitely many holes, the tape would still have more than a trillion holes.

For further objections against Kratzer’s response to this issue, see Deigan (2020:526, n.19).
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narios. The result is a theory according to which these alternatives are raised in a systematic way according to the logical form of the sentence. We have seen how the exact relevance clauses for conjunction lead to our proposal invalidating antecedent strengthening, and how the proposed clauses for the quantifiers lead to a semantics of conditionals that makes better predictions than alternative approaches; in particular, those based on similarity (Lewis 1973b), minimal difference (Stalnaker 1968, Pollock 1976), or Kratzer’s premise semantics (Kratzer 2012).

While the data in previous section show that our interpretation of conditionals is not based on similarity, minimal difference or Kratzer’s premise semantics, they do not show that the purely mathematical architecture of these frameworks is mistaken. One can separate the formal structure of these frameworks from their intuitive concepts. The question then arises whether the semantics of conditionals and causal claims can be expressed using these formal frameworks, abstracted from their original interpretation. One motivation for answering this question is that Kratzer (1977, 2012) has given a semantics for modality in general using an ordering over worlds. One would like a guarantee that the present approach to modality in conditionals and causal claims fits into the Kratzerian big picture.26

In this section we will see that, indeed, under one small modification, it can. The modification is that the order will be relative not only to the world of evaluation but also to the sentence we are asked to imagine true. We will do this by building the present approach inside the ordering and premise semantics to conditionals. The mathematical structure will remain (modulo making the order relative to the sentence in question) but a different intuitive notion will inhabit it, one based on the concepts we have defined here (principally, the notion of an $A$-variant).

Lewis (1981) showed how an ordering could be defined from a set of propositions in the following way.

\[(64)\text{For any worlds } w', w'' \text{ and set of propositions } P, \text{ define that } w' \leq_P w'' \text{ just in case for all } p \in P, \text{ if } w'' \in p \text{ then } w' \in p.\]

Let $g$ be a function taking a world and returning a set of propositions, what Kratzer calls an ordering source. The modal horizon is then taken to be the set of worlds that are closest to the actual world with respect to the order induced

\[26\text{One small detail is that Kratzer sets time aside in her framework for modality, whereas here the modal horizon is sensitive to the intervention time. Simple examples show the semantics of modals is sensitive to time, such as the following from Fălăuş and Laca (2020).}\]

(i)  
   a. From next Monday on, Mary will have to wear a uniform at school.
   b. Until the beginning of the 90s, students could smoke in class.

See Rullmann and Matthewson (2018) for an account of the semantics of modals that uses the ingredients of Kratzer’s framework but makes them time-relative.
by the ordering source.\footnote{27}{The strict version of the order is defined as usual: \( x < y \) just in case \( x \leq y \) but not \( y \leq x \).}

\[(65) \quad \text{min}_g(w, a) = \{ w' : \text{for no } w'' \in a \text{ is } w'' <_{g(w)} w' \}.\]

In ordering semantics for conditionals (e.g. Stalnaker 1968, Lewis 1973b, Pollock 1976), the relation is stipulated to be reflexive and transitive. Given the definition in (64), however, these properties follow as a matter of logic; from the reflectivity and transitivity of implication, respectively. The definition in (64) therefore makes some progress in stating what determines the order. If we start with an order – as, say, Stalnaker, Lewis and Pollock do – reflexivity and transitivity are imposed ‘top down’, so to speak, while if we start from a set of propositions and assume the definition in (64), reflexivity and transitivity of the order follow from first principles.\footnote{28}{It is sometimes said that Lewis (1981) showed that premise semantics (Veltman 1976, Kratzer 1981a,b) and ordering semantics are “notional variants” of one another. Given the remarks above, one could say that premise semantics is in some sense deeper than ordering semantics, since it derives from general facts about implication properties that the ordering approach stipulates. Pushing this thought further, we can think of premise semantics as giving an analysis of the concept of similarity itself, which could be applied not only to worlds but to any entities, the premises being those features we take into account when judging similarity. This would account for why comparative similarity is reflexive and transitive in the first place.}

Our question then becomes, what determines the ordering source? Kratzer proposed that in the interpretation of counterfactuals the ordering source is totally realistic, meaning that \( \bigcap g(w) = \{ w \} \) for any world \( w \). That is, the set of propositions in the ordering source specifies the actual world uniquely. Assuming the entry for sufficiency in (66),

\[(66) \quad a \models_g c \text{ iff for all } w' \in \text{min}_g(w, a), \text{ if } w' \in a \text{ then } w' \in c.\]

total realism validates the rule:

\[(67) \quad \text{If } g \text{ is totally realistic, } a \land c \text{ entails } a \models_g c.\]

Given the data in (3)–(9), this is obviously a pattern we wish to avoid. The truth of both \( A \) and \( C \) does not imply that \( A \) is sufficient for \( C \). For example, the fact that Ali was born in Europe and has an Irish passport does not imply that him being born in Europe was sufficient for him to have an Irish passport. The fact that one is over twelve years old and can order wine does not imply that being over twelve years old is sufficient to order wine.

Kratzer also defines a weaker constraint: an ordering source is realistic just in case for every world \( w \), every proposition in \( g(w) \) is true in \( w \); that is, \( w \in \bigcap g(w) \). Realism validates the following desirable rule.

\[(68) \quad \text{If } g \text{ is realistic, } a \models_g c \text{ and } a \text{ together entail } c.\]
In addition to realism, what other constraints should the ordering source satisfy? One constraint, noticed by Veltman (1976:266–67) and Kratzer (1981a), is that if \( g(w) \) contains every proposition true at \( w \), we get the wrong results. To illustrate, recall the switches in Figure 3.1. Consider the following propositions.

\[
\begin{align*}
(69) \quad & b \quad \text{Switch B is up.} \\
& d \quad \text{The switches are in a different position.}
\end{align*}
\]

In the actual scenario, A is down and B up, so \( b \) and \( d \) are both true. Now, when we imagine switch A up, we intuitively imagine both switches being up: \( b \) stays true while \( d \) goes from true to false. This shows that the ordering source should contain \( b \) but not \( d \). It should contain \( b \) since we want worlds where switch B has its actual position to be closer than worlds where it has a different position. Switch B should not change gratuitously. And the ordering source should not contain \( d \), since if it did, by (64) and (65), the scenario where A is up and B down would sneak into the modal horizon. Now, our question is: what general principle accounts for why \( b \) is in the ordering source but \( d \) is not?

A first thought is to look to entailment relationships. We are given the conditional antecedent if switch A were up. Let \( a \) be the proposition expressed by Switch A is up. Do \( b \) and \( d \) differ in their logical relationship to \( a \)? It turns out they do not. To see this, let us say two propositions are orthogonal just in case

(i) \( p \) does not entail \( q \),
(ii) \( p \) does not entail \( \neg q \),
(iii) \( \neg p \) does not entail \( q \), and
(iv) \( \neg p \) does not entail \( \neg q \).

It turns out that \( a \) and \( b \) are orthogonal just in case \( a \) and \( b \) are. So \( b \) and \( d \) bear the same entailment relationship to the antecedent. If we want to distinguish \( b \) and \( d \), we will have to look elsewhere.

While we have focused on a specific example, the problem is fully general. Let \( a \) be any false proposition that we are asked to imagine true, and let \( b \) be any true proposition whatsoever that intuitively stays true when we imagine \( a \) true. Consider the proposition \( d = (a \leftrightarrow \neg b) \). Then \( b \) and \( d \) are both true, and \( b \) should be in the ordering source while \( d \) should not (if \( d \) were in the ordering source, the modal horizon when imagining \( a \) true would contain a world where \( b \) is false). But logical relationships alone do not see the difference, for it is a fact of propositional logic that \( a \) and \( b \) are orthogonal just in case \( a \) and \( a \leftrightarrow \neg b \) are.

Here is one suggestion of what is going on. When we are given a scenario where \( a \) is false, and asked to imagine \( a \) true in that scenario, a proposition should not matter for similarity if its truth in part ‘depends’ on the fact that \( a \) is false. Changing a proposition can also change the propositions that depend on it. For example, the fact that the switches are in a different position depends on the actual positions of the switches; in this case, the fact that A is down and B

\[29\]This definition of orthogonality may seem asymmetric, but in fact it is symmetric: if \( p \) and \( q \) are orthogonal then \( q \) and \( p \) are orthogonal. This holds due to contraposition; for example, notice that \( p \) does not entail \( q \) just in case \( \neg q \) does not entail \( \neg p \). The use of the term orthogonal here comes from Lewis (1988).
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is up. So the truth of \( d \) depends in part on the fact that \( A \) is down. In contrast, the fact that \( B \) is up intuitively does not depend on the fact that \( A \) is down. So \( b \) matters for similarity while \( d \) does not.

This seems to be a promising, informal start. With it we can already explain why logical relationships cannot distinguish between the facts that do and do not matter for similarity. For this notion of dependence between propositions is sensitive to the particular facts of the actual scenario. For example, in the actual scenario, where \( A \) is down and \( B \) up, the fact that the switches are in a different position depends on the fact that \( A \) is down and \( B \) is up. In a scenario where the positions are reversed – \( A \) is up and \( B \) is down – that fact that the switches are in a different position would instead depend on a different fact; namely, that \( A \) is up and \( B \) is down. It follows that logical relationships such as entailment cannot capture the notion of dependence we are after. For logical relationships are global: they are defined over all of logical space, blind to the particular facts of the actual scenario.

What we would like to do now is make these informal remarks precise. One person in particular who has made great progress on this front is Angelika Kratzer.

### 4.4.1 Sufficiency in Kratzer’s semantics of conditionals

Recall Kratzer’s semantics of conditionals, introduced in section 4.3.1.

\[
\text{(70)} \quad \text{Where } p \text{ and } q \text{ are sets of situations, and } w \text{ a world, } p \text{ lumps } q \text{ at } w \text{ just in case}
\]

a. \( p \) is true in \( w \), and 

b. Every situation that is part of \( w \) where \( p \) is true, \( q \) is also true.

Given an admissible base set and a proposition \( p \), Kratzer defines the crucial set \( F_{w,p} \) as follows.

**4.4.1. Definition** (The crucial set). For any world \( w \), admissible base set \( F_w \), and proposition \( p \), \( F_{w,p} \) is the set of all subsets \( A \) of \( F_w \cup \{p\} \) satisfying the following conditions:

(i) \( A \) is consistent

(ii) \( p \in A \)

(iii) \( A \) is closed under lumping: for all \( q \in A \) and \( r \in F_w \): if \( q \) lumps \( r \) in \( w \), then \( r \in A \).

**4.4.2. Definition** (Truth conditions of “would”-counterfactuals). Given a world \( w \) and an admissible Base Set \( F_w \), a “would”-counterfactual with antecedent \( p \) and consequent \( q \) is true in \( w \) iff for every set in \( F_{w,p} \) there is a superset in \( F_{w,p} \) that logically implies \( q \).
This framework can account for why, given the antecedent if switch $A$ were up, we can keep $b$ (switch B is up) fixed but allow $d$ (the switches are in a different position) to vary, and thus why we interpret (71) to be true.

(71) If switch $A$ were up, both switches would be up.

It is natural to assume that the base set $F_w$ contains the fact that switch B is up. Then, where $a$ is the proposition that switch A is up, every set in $F_{w,a}$ contains both $a$ and $b$. So $F_{w,a}$ logically implies that both switches are up and (71) is correctly predicted to be true. In contrast, constraints (i)–(iii) prevent $d$ from being in the base set. They even imply that, for any base set $F_w$ whatsoever, $d$ is not in any subset of the crucial set $F_{w,a}$. To see this, let $A$ be any subset of $F_{w,a}$ and suppose for reductio that $A$ contained $d$. Note that $d$ lumps $\neg a$, since the switches actually are in a different position, and every situation that is part of the actual world where the switches are in a different position is also situation where switch A is down. Since $A$ contains $d$ and $d$ lumps $\neg a$, by (iii), $A$ also contains $\neg a$. But by (ii), $A$ contains $a$, so $A$ is inconsistent, contradicting (i). Hence, as desired, $A$ does not contain $d$.

Here is another example to help appreciate how Kratzer’s framework makes the right predictions for conditionals. Suppose we are looking at a can of ultramarine paint, and consider (72).

(72) If the paint were not ultramarine, it would still be blue.

There may be some background reasons to keep fixed the fact that the paint is blue; we find ourselves in a factory that only makes blue paint. But without such specific contextual constraints, there is no reason to imagine that if the paint were not ultramarine, it would still be blue. Kratzer’s approach correctly accounts for this, in the same way it makes the right predictions for (71). The key to this result in Kratzer’s framework is (73).

(73) The proposition that the paint is blue lumps the proposition that it is ultramarine at $w$:

a. the paint is blue at $w$, and  
b. every situation that is part of $w$ where the paint is blue is a situation where it is ultramarine.

Let $\neg u$ be the proposition that the paint is not ultramarine. Then for any base set $F_w$ whatsoever, no subset $A$ of the crucial set $F_{w,\neg u}$ contains the proposition that the paint is blue. If $A$ did contain the proposition that the paint is blue, by (73) and closure under lumping, $A$ would also contain $u$, but as $A$ contains $\neg u$, $A$ would be inconsistent. Given the fact that blue lumps ultramarine, when we imagine the paint being a colour other than ultramarine, Kratzer’s approach correctly predicts that we do not fix the fact that it is blue.
This illustrates how Kratzer’s framework makes the right predictions concerning what we fix and what we allow to vary when interpreting conditionals such as (71) and (72). Now, as discussed in section 3.2, we would like a framework that represents the imaginative faculty underlying our interpretation of causatives as well as conditionals. It is natural, therefore, to wonder whether Kratzer’s approach can handle causatives as well.

It turns out it cannot, since it cannot capture sufficiency. Recall the sufficiency violations in (3)–(9). Take for example (7), repeated below.

(7)  
   a. Yves bought paint C because it is blue.
   b. Yves bought paint C because it is ultramarine.

When we imagine paint C being blue, we are not forced imagine it having the particular shade of blue it actually has. We can imagine it azure, baby blue, sky blue, and so on. However, if we try to apply Kratzer’s framework for conditionals to analyse sufficiency, we are forced to fix the paint to its actual shade of blue. That is, given that the paint is ultramarine, Kratzer predicts (74) to be true.

(74) If the paint were blue, it would be ultramarine.

This is due to how Kratzer’s framework raises hypothetical scenarios (independently of any selection function in the semantics of conditionals). To see this, let \( b \) be the proposition that the paint is blue. Let \( F_w \) be any base set, and \( A \) any subset of \( F_{w,b} \). By (ii), \( A \) contains \( b \). But then since \( b \) lumps \( u \), by closure under lumping \( A \) contains \( u \). So \( A \) has a superset that logically implies \( u \) (indeed, every superset of \( A \) logically implies \( u \)). The upshot is that Kratzer’s framework makes the right predictions for conditionals such as (72) at the expense of being unable to capture sufficiency. If we try to apply to framework to the conditionals in (7), we wrongly predict the equivalence of (7a) and (7b). Of course, (7) is not unique in this regard: the same can be said the other contrasts observed in (3)–(9).

At this point, it is natural to ask just how deep this inability to capture sufficiency runs in Kratzer’s framework. To make the right predictions for both conditionals and causatives, do we need a new framework altogether, or is a superficial modification enough? It turns out that, as long as the framework is based on lumping, it cannot capture sufficiency. The problem is that lumping is not fine-grained enough to give us all the distinctions we need to capture sufficiency, as we will see now.

4.4.2 From lumping to overlap

Consider the following small variation on the ultramarine paint example. Yves wants two tins of ultramarine paint. He enters a paint shop selling tins A–H (Figure 4.13). Four of these are blue (B, C, E and G), of which two are ultramarine (C and E). He does not buy cans B or G, as they are the wrong shade of blue.
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He buys cans C and E.

![Cans A to H](image)

Figure 4.13

Consider (75) in this context.

(75) Yves bought tins C and E because they are both blue.

(75) is intuitively unacceptable. There is a contrast in acceptability between (75) and (76).

(76) Yves bought tins C and E because they are both ultramarine.

When interpreting (75), we do not fix the fact that the tins are ultramarine. At the same time, there are many facts we do fix, such as the fact that Yves wants ultramarine paint, the fact that C and E are for sale, the colours of the other tins, and countless other facts. The challenge, of course, is to distinguish the facts we fix from those we allow to vary when interpreting (75). Is lumping up to the task? It turns out it is not. Consider the propositions in (77).

(77) a. C is blue and E is blue.
   b. C is ultramarine and D is green.
   c. E is ultramarine and D is green.

When we interpret (75), we do not hold fixed (77b) and (77c). For they together conspire to keep the cans ultramarine. But then there would be no contrast between (75) and (76). However, (77a) does not lump (77b); in the situation containing only tins C and E, it is true that C is blue and E is blue, but not that C is ultramarine and D is green. Similarly, (77a) does not lump (77c). A drop of irrelevant information (e.g. that D is green) breaks the lumping relation. The result is that the cause – that C is blue and E is blue – bears the same lumping relations to propositions we do not hold fixed, such as (77b) and (77c), as it those we do hold fixed (e.g. the fact that Yves wants ultramarine paint, that tins C and E are for sale, and so on). Lumping is not fine-grained enough to distinguish the facts we fix from those we allow to vary.

Our question now is what more fine-grained notion we could use instead of lumping. Towards an answer to this question, notice that there is a sense in which (77a) ‘overlaps’ (77b) and (77c). They each have a ‘part’, so to speak, in common: (77a) and (77b) both involve the colour of tin C; (77a) and (77c) both involve the colour of tin E. Perhaps, then, when we evaluate whether the truth of one proposition a is sufficient for the truth of another proposition c, a proposition
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$p$ should not matter for similarity just in case it in some sense ‘overlaps’ $a$ at the world of evaluation. That is, given a world $w$ and proposition $a$, the ordering source $OS(w, a)$ should be the set of propositions that are true at $w$ and do not ‘overlap’ $a$ at $w$.

\[(78)\quad OS(w, a) := \{p : p \text{ is true at } w \text{ and } p \text{ does not overlap } a \text{ at } w}\].

### 4.4.3 Definitions of overlap

But what does it mean for two propositions to overlap at a world? Our guiding example is that $C$ is blue and $E$ is blue should overlap $C$ is ultramarine and $D$ is green and $E$ is ultramarine and $D$ is green. One initially plausible attempt is:

\[(79)\quad \text{Definition of overlap (first attempt). Propositions } p \text{ and } q \text{ overlap at world } w \text{ just in case } p \text{ and } q \text{ are both true in } w, \text{ and there is a proposition } r \text{ such that}\]

\[\text{a. } p \text{ entails } r \text{ and } q \text{ entails } r, \text{ and}\]

\[\text{b. } w \text{ contains a situation where } r \text{ is true.}\]

This gives the right result for our guiding example. According to it, $C$ is blue and $E$ is blue overlaps $C$ is ultramarine and $D$ is green since, taking $r$ to be $C$ is blue, the world of evaluation $w$ contains a situation where $C$ is blue, and

$C$ is blue and $E$ is blue entails $C$ is blue

$C$ is ultramarine and $D$ is green entails $C$ is blue.

Similarly, taking $r$ to be $E$ is blue, we find that $C$ is blue and $E$ is blue overlaps $E$ is ultramarine and $D$ is green.

However, our first attempt is far too permissive. According to it, truth entails overlap: if two propositions are true at a world then they overlap at that world. This is because we can simply take $r$ to be $p \lor q$. For whenever $p$ and $q$ are true at a world, $p$ and $q$ entail $p \lor q$, and $w$ contains a situation (namely, itself) where $p \lor q$ is true. Then given \((78)\), when $a$ is true at $w$ (as it is when evaluating sufficiency), according to our first attempt at defining overlap, $OS(w, a)$ is empty. And with an empty ordering source, sufficiency amounts to entailment. To see this, recall how we analysed sufficiency using the modal horizon, the modal horizon using the order, and the order using the ordering source, with the definitions below (suitably adapted to make the ordering source sensitive to the antecedent), for any world $w$ and propositions (sets of worlds) $a$ and $c$.

\[\begin{align*}
    w'' \leq_{OS(w, a)} w' & \iff \text{ for all } p \in OS(w, a), \text{ if } w' \in p \text{ then } w'' \in p \\
    w'' <_{OS(w, a)} w' & \iff w'' \leq_{OS(w, a)} w' \text{ and } w' \not<_{OS(w, a)} w'' \\
    \min(w, a) & = \{w' : \text{ for no } w'' \in a \text{ is } w'' <_{OS(w, a)} w'\}
\end{align*}\]
Then if $OS(w,a)$ is empty, the order is trivial: vacuously, for all worlds $w'$, $w''$ whatsoever, $w' \leq_{OS(w,a)} w''$, so it is not the case that $w'' <_{OS(w,a)} w'$. Then the modal horizon $mh(w,a)$ is the set of all worlds, and sufficiency collapses to entailment. This does not reflect the systematic nature of the imagination, whereby we are able to carry over some facts from the actual world into the hypothetical scenarios we imagine.

Does replacing entailment with lumping help? A second plausible attempt is:

(80) **Definition of overlap (second attempt).** Propositions $p$ and $q$ overlap at world $w$ just in case there is a proposition $r$ such that $p$ lumps $r$ at $w$ and $q$ lumps $r$ at $w$.

This also gives the right result for our guiding example. According to our second attempt, $C$ is blue and $E$ is blue overlaps $C$ is ultramarine and $D$ is green since, again taking $r$ to be $C$ is blue, we have:

$$
\begin{align*}
C \text{ is blue and } E \text{ is blue} & \text{ lumps } C \text{ is blue} \\
C \text{ is ultramarine and } D \text{ is green} & \text{ lumps } C \text{ is blue}.
\end{align*}
$$

Similarly, taking $r$ to be $E$ is blue, we find that $C$ is blue and $E$ is blue overlaps $E$ is ultramarine and $D$ is green, as desired. However, our second attempt fails for the same reason as the first. According to it, if two propositions are true at a world, they overlap at that world. For if $p$ and $q$ are both true at $w$, then $p$ and $q$ each lump $p \lor q$ at $w$. So our second attempt also collapses sufficiency to entailment.

A third, more hopeful attempt is:

(81) **Definition of overlap (third attempt).** Propositions $p$ and $q$ overlap at a world $w$ just in case there is a state that is part of $w$, part of a state where $p$ is true, and part of a state where $q$ is true.

If $p$ does not overlap $q$ at $w$, we say $p$ and $q$ are disjoint at $w$.

On this attempt too, truth entails overlap. For we can simply take $s$ and $t$ to both be $w$ itself. Then if $p$ and $q$ are both true at $w$, $w$ contains a situation (namely, itself) that is part of a situation where $p$ is true and part of a situation where $q$ is true, so $p$ overlaps $q$ at $w$. Yet again, our attempt collapse sufficiency to entailment.

While this third attempt also fails, it fails better than the previous attempts, since it gives us a clear view of why it fails. It fails because it allows states that are ‘too big’ to witness an overlap between propositions, states with parts that are irrelevant to the truth of the propositions in question. An obvious solution, inspired by Fine (2017b), is to require that $s$ and $t$ be exactly relevant to $p$ and $q$, respectively. In terms of the present framework, we require $s$ and $t$ to be in the respective foregrounds of $p$ and $q$. 
Chapter 4. Imagining logically complex sentences true

(82) **Definition of overlap (final).** Propositions \( p \) and \( q \) overlap at a world \( w \) just in case there is a state that is part of \( w \), part of a state in the foreground of \( p \) and part of a state in the foreground of \( q \).

This raises the question what it means for a state to be in the foreground of a proposition. While we have not provided a complete answer to that here, in the examples we have considered so far I believe the notion is perfectly clear. It is natural to suppose that there is a state \( c \) – call it the state of C’s colour – in the foreground of *paint C is ultramarine* and *paint C is blue*, and similarly a the state \( e \) of E’s colour. There is also their fusion \( c \sqcup e \) in the foreground of *C is blue and E is blue*. Then our definition of overlap in (82) gives the right results.

(83) *C is blue and E is blue* overlaps *C is ultramarine and D is green* since

- a. \( c \) is part of \( w \), \( c \sqcup e \) and \( c \sqcup d \).
- b. \( c \sqcup e \) is in the foreground of *C is blue and E is blue*, and
- c. \( c \sqcup d \) is in the foreground of *C is ultramarine and D is green*.

In our running example of the switches, the foregrounds are also intuitively clear. There is the state of switch A being down in the foreground of *switch A is down*, and the state of switch B being up is in the foreground of *switch B is up*. These states do not overlap. Assuming these are the only states in the foreground of the respective statements where these sentences are true, we get the desired result from (82) that *switch A is down* and *switch B is up* do not overlap, so when we imagine a change to switch A, we keep the fact that switch B is up.

### 4.4.4 Proving the equivalence of the ordering semantics and the present approach

In this section we prove that, under some auxiliary assumptions, the present approach can be expressed via an ordering over worlds, where the order is relative to the world and sentence of evaluation. We will be deliberately vague on what counts as a proposition, since different frameworks use the term in different ways and our present goal is to translate between frameworks. We take the foreground to assign to each proposition a set of states, and take truth at a world as a relation between propositions and worlds.

(84) a. For every world \( w \) and proposition \( p \), if \( p \) is true at \( w \) then \( w \) contains a state \( s \) such that
   - (i) \( s \) is in the foreground of \( p \),
   - (ii) \( s \) settles \( p \): \( p \) is true at every world containing \( s \) or \( p \) is false at every world containing \( s \).

b. For every state \( s \), there is a proposition \( \text{actual}(s) \) such that
   - (i) for any world \( w \), \( \text{actual}(s) \) is true at \( w \) iff \( s \) is part of \( w \);
   - (ii) every state in the foreground of \( \text{actual}(s) \) is part of \( s \).
4.4. Reconstructing the present proposal within the ordering approach

Recall that a world \( w' \) is \( \leq_{w,a} \)-minimal just in case for no world \( w'' \) is \( w'' <_{w,a} w' \).

4.4.3. Proposition. Given the assumptions in (84), for any worlds \( w, w' \) and proposition \( a \),

\[
\text{\( w' \) is \( \leq_{w,a} \)-minimal if and only if \( w' \) is an \( a \)-variant of \( w \).}
\]

Proof. (\( \Rightarrow \)) Suppose \( w' \) is \( \leq_{w,a} \)-minimal. Then \( w \nless_{w,a} w' \), i.e. \( w \nless_{w,a} w' \) or \( w' \leq_{w,a} w \). Now, \( w \leq_{w,a} w' \). So \( w' \leq_{w,a} w \), i.e. (*) for all \( p \in OS(w,a) \), if \( w \in p \) then \( w' \in p \). We show that \( w' \) is an \( a \)-variant of \( w \): every part \( s \) of \( w \) that does not overlap a state in the foreground of \( a \) is part of \( w' \). Pick any such \( s \). By (84b), there is a proposition \( \text{actual}(s) \). We show that \( \text{actual}(s) \in OS(w,a) \). Since \( s \) is part of \( w \), by (84b-i), \( \text{actual}(s) \) is true at \( w \). Also \( \text{actual}(s) \) does not overlap \( a \) at \( w \). For suppose for reductio that it did. Then by (82), there is a state \( u \) that is part of a state \( s' \) in the foreground of \( \text{actual}(s) \) and a state in the foreground of \( a \). By (84b-ii), \( s' \) is part of \( s \), so \( u \) is part of \( s \), contradicting the fact that \( s \) does not overlap a state in the foreground of \( a \). So \( \text{actual}(s) \) is true at \( w \) and does not overlap \( a \) at \( w \): \( \text{actual}(s) \in OS(w,a) \). Then by (*), \( \text{actual}(s) \) is true at \( w' \), so by (84b-i), \( s \) is part of \( w' \).

(\( \Leftarrow \)) Pick any \( a \)-variant \( w' \) of \( w \) and \( p \in OS(w,a) \). We show that \( w' \in p \). Since \( p \in OS(w,a) \), \( w \in p \). Then by (84a), \( w \) contains a state \( s \) in the foreground of \( p \) that settles \( p \). We show that \( s \) does not overlap any state in the foreground of \( a \). For suppose it did. Then some state \( t \) is part of a state in the foreground of \( p \) and a state in the foreground of \( a \). And as \( t \) is part of \( s \) and \( s \) is part of \( w \), \( t \) is part of \( w \). But then \( p \) and \( a \) overlap at \( w \), contradicting the fact that \( p \in OS(w,a) \). So \( s \) is part of \( w \) and does not overlap any state in the foreground of \( a \). Then as \( w' \) is an \( a \)-variant of \( w \), \( s \) is part of \( w' \). Since \( s \) settles \( p \), \( s \) is part of \( w \) and \( p \) is true at \( w \), \( p \) must be true at every world containing \( s \). Hence \( p \) is true at \( w' \). Then for any \( p \in OS(w,a) \) and \( w'' \in a \), \( w' \leq_{w,a} w'' \), and so \( w'' \nless_{w,a} w' \). Therefore \( w' \) is \( \leq_{w,a} \)-minimal.

Let \( \text{min}(\leq_{w,a}) \) be the set of \( \leq_{w,a} \)-minimal worlds, and \( \text{a-variants}(w) \) be the set of \( a \)-variants of \( w \). Then given the assumptions in (84), by Fact 4.4.3 we have the following equivalences, for any world \( w \) and propositions \( a \) and \( c \),

\[
\text{min}(\leq_{w,a}) = \text{a-variants}(w)
\]

\[
\text{min}(\leq_{w,a}) \cap a \subseteq c \iff \text{a-variants}(w) \cap a \subseteq c
\]

which shows that the present approach to sufficiency can be expressed in terms of the ordering approach. The present approach is simpler than the ordering approach, since it operates on states directly; indeed, one can calculate the \( a \)-variants of a world \( w \) by considering a single state: \( w - \text{a-part}(w) \) (defined in section 3.6.1). In contrast, the ordering approach takes into account unfathomably many propositions. Proposition 4.4.3 shows that the additional architecture of the ordering approach, while baroque, is compatible with our approach.
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Nonetheless, it is interesting to see that we can express the present proposal in terms of the ordering approach. For we saw some evidence in section 4.3 that the semantics of counterfactuals is not based on our intuitive concept of similarity, nor based on the notions of lumping and consistency as used in Kratzer's approach. Moreover, in this section we have seen that these approaches cannot capture how we interpret causal claims, since they cannot capture sufficiency. Then the fact that we can express the present approach in terms of orderings shows that the difficulties with the similarity approach and premise semantics lie not with their mathematical framework but with the intuitive notions on which they are based.

4.5 Conclusion

In this chapter we extended our analysis of sufficiency and *would*-conditionals from Chapter 3 to logically complex sentences. This allowed us to compare our proposal with existing accounts of the semantics of conditionals (section 4.3). We saw cases where the present approach gives more accurate predictions than existing theories that use similarity orders and Kratzer's premise semantics, and we proved that the present approach can be phrased using the formal architecture of these accounts by replacing their primitive notions with the idea of varying a state (section 4.4). Finally, we considered a surprising rule that our approach validates (or-to-and, from section 4.2.2), and proposed a way to account for the data while preserving the rule's semantic validity.
5.1 Introduction

In chapter 2 we proposed a semantics of cause and because in terms of two relations: sufficiency and production. Specifically, where $\gg$ expresses sufficiency, we proposed that for any sentences $C$ and $E$, $E$ because $C$ is true if and only if

$$C \land (C \gg (C \text{ produce } E)) \land \neg(C \gg (\neg C \text{ produce } E))$$

is true; in other words, if and only if $C$ is true, and $C$ sufficient for it to produce $E$ but $\neg C$ is not. Similarly, for any noun $c$ and $\text{to-infinitive } e$, we proposed that $c$ cause $e$ is true just in case the above formula holds for the sentences expressed by $c$ and $e$. Chapter 3 gave a formal analysis of sufficiency. The goal of the present chapter is to round off our analysis with a formal analysis of production.

The use of production in the analysis in causal claims goes back to Hall (2004), who contrasted production with counterfactual dependence. Hall argued that “there are two kinds of causation, two different ways in which one event can be a cause of another”, which he viewed as irreconcilable in virtue of their different properties: production is assumed to be transitive, spacio-temporally local, and in some sense intrinsic to the events involved, while counterfactual dependence is not. Hall (2007) later abandoned a ‘two concepts’ view, but the distinction between production and dependence remains an important milestone in work on causation. It appears under different guises today; for example, Gerstenberg et al. (2021) distinguish between whether causation and how causation, with whether causation similar to dependence and how causation to production. Production might also, perhaps, be the notion that causal process theories of causation (such as Salmon 1984, Dowe 2000) and force-dynamics approaches (such as Talmy 1988, Wolff 2007, Copley and Harley 2015) aim to describe.

\footnote{Hall (2007) does not directly argue against a ‘two concepts’ view, but merely proposes a univocal analysis in its place. For a direct argument against a ‘two concepts’ view, see Corkum (2022).}
Sander Beckers, in his PhD thesis (Beckers 2016) and subsequent paper (Beckers and Vennekens 2018) gives a semantics of the expression *is an actual cause of* that blends dependence and production. Beckers defines these notions in terms of structural causal models. For simplicity we will not state his formal conditions here. Loosely put, Beckers (2016:95) proposes:

\[ C \text{ is an actual cause of } E \text{ just in case} \]
\[ \begin{align*}
   &\text{a. } C \text{ and } E \text{ are true;} \\
   &\text{b. } C \text{ produced } E; \text{ and} \\
   &\text{c. if } C \text{ had not been true, } \neg C \text{ would not have produced } E.
\end{align*} \]

Let us call (1c) *Beckers’ difference-making condition*. Its blend of dependence and production represents, I believe, a remarkable breakthrough in the analysis of causation, and in particular, our understanding of overdetermination – cases of causation without counterfactual dependence. Our own difference-making condition above, stating that \( \neg C \) is not sufficient for it to produce \( E \), owes an obvious debt to Beckers.

### 5.2 Motivating production


Suzy and Billy, expert rock-throwers, are engaged in a competition to see who can shatter a target bottle first. They both pick up rocks and throw them at the bottle, but Suzy throws hers before Billy. Consequently Suzy’s rock gets there first, shattering the bottle. Since both throws are perfectly accurate, Billy’s would have shattered the bottle if Suzy’s had not occurred, so the shattering is overdetermined.

\[ \begin{align*}
   (2) \text{ a. The bottle broke because Suzy threw her rock at it.} \\
   &\text{b. Suzy throwing her rock at the bottle caused it to break.} \\
   (3) \text{ a. The bottle broke because Billy threw his rock at it.} \\
   &\text{b. Billy throwing his rock at the bottle caused it to break.}
\end{align*} \]

(2) are intuitively acceptable, while (3) are not. Beckers (2016) accounts for this by giving an analysis of production where Suzy produced the bottle to break, and if Suzy hadn’t thrown, Suzy *not* throwing would not have produced the bottle to break (instead, Billy throwing would have produced the bottle to break). On the other hand, Billy did not produce the bottle to break. While Billy fails the production condition, he satisfies the difference-making condition: if Billy hadn’t thrown, him not throwing would not have produced the bottle to break. Thus on Beckers’ proposal it is the production condition that accounts for the contrast between (2) and (3).
Compare this with the switching following scenario from Hall (2000:205).

![Figure 5.1: Hall’s switching scenario](image)

An engineer is standing by a switch in the railroad tracks. A train approaches in the distance. She flips the switch, so that the train travels down the bottom, instead of top track. Since the tracks reconverge up ahead, the train arrives at its destination all the same.

Consider (4) in this context.

(4) a. The train reached the station because the engineer pulled the lever.
   b. The engineer pulling the lever caused the train to reach the station.

(4) are intuitively unacceptable. On our semantics for *cause* and *because*, there are in principle two ways to account for this:

**Option 1: The positive condition fails.** Pulling the lever was not sufficient for pulling the lever to produce the train to reach the station.

**Option 2: The negative condition fails.** Not pulling the lever was sufficient for not pulling the lever to produce the train to reach the station.

To answer which condition fails, let us imagine a slightly different case: instead of the tracks converging, they diverge (Figure 5.2). The engineer pulled the lever sending the train toward the station. If she hadn’t pulled the lever, the train would have missed the station.

![Figure 5.2: Divergence context.](image)

In the divergence context (4) are perfectly fine. To predict this, both the positive and negative conditions must hold: pulling the lever is sufficient for that to produce the train to reach the station, and not pulling the lever is not sufficient for that to produce the train to reach the station.

It is plausible to assume that the convergence and divergence contexts are symmetric with respect to production; that is, pulling the lever produced the
train to reach the station in the convergence context just in case it did so in the divergence context. This is plausible in light of Hall’s view that production is spatio-temporally local and intrinsic to the process from cause to effect. In fact, the two contexts agree on what actually happened: the engineer pulled the lever, the train took the bottom track and reached the station. On Beckers’ proposal it is therefore the difference making condition that accounts for the difference in (4)’s acceptability in the convergence and divergence contexts: it fails in the convergence context and holds in the divergence context.

Table 5.1 summarises the role of production and difference-making in the scenarios we discussed in this section.

<table>
<thead>
<tr>
<th></th>
<th>Suzy</th>
<th>Billy</th>
<th>Lever (divergence)</th>
<th>Lever (convergence)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intuitively a cause</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Production</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Difference-making</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 5.1: The role of production and difference-making in Beckers (2016).

5.2.1 Beckers’ analysis of production

Becker’s provides an analysis of production in terms of structural causal models, restricting attention to literals (a literal is an atomic sentence or a negated atomic). Informally, Beckers’ defines production as follows (for formal details see Beckers 2016: chapter 6).

(5) Beckers’ analysis of production. For any literals $C$ and $E$, $C$ produced $E$ just in case there is a chain of literals $C_1, \ldots, C_n$ such that

a. The chain begins with $C$ and ends with $E$ ($C = C_1$ and $C_n = E$);

b. For each $C_i$ and $C_{i+1}$ on the chain, there is a set of literals $L$ where

   i. Each sentence in $L$ is true;

   ii. Each sentence in $L$ became true before (or simultaneous with) $C_{i+1}$ becoming true;

   iii. $L$ is sufficient for $C_{i+1}$ but $L \setminus \{C_i\}$ is not sufficient for $C_{i+1}$.

In other words, Beckers’ analyses production as a chain of NESS tests that respects the order of time. Each condition on the chain must be a necessary

\footnotetext{2}{For an analysis of causation using the NESS test, see Wright (1985, 2011). The NESS test shares many similarities with Mackie’s INUS condition, stating that a cause is “an insufficient but non-redundant part of a condition which is itself unnecessary but sufficient for the result (Mackie 1974:64). The NESS test drops Mackie’s condition that the cause be insufficient for the effect. This is an improvement, since causes can be sufficient for their effects by themselves, as arguably shown in the following naturally-occurring examples (discussed in section 2.7 above).}
5.2. Motivating production

5.2.2 Sufficiency in Beckers’ account of production

A key difference between Beckers’ definition of sufficiency and our own is that Beckers’ requires each event on the chain to be sufficient for the next with respect to a given set of background conditions. However, it turns out that $C$ can produce $E$ without each event on the production chain being sufficient for the next. To illustrate, consider the following variation of the divergence context.

![Figure 5.3: Divergence context with some randomness.](image)

The engineer controls whether the train takes the upper track or not. The lower track itself contains a fork, and the train driver decides at random whether to take L1 or L2. The train was originally set to take the upper track, but the engineer pulled the lever, making it take L1 or L2. The driver then decided at random which one of the lower tracks to take; say, it took L1. The train reached the station.

Consider (4), repeated below, in this context.

(4)  

a. The train reached the station because the engineer pulled the lever.  

b. The engineer pulling the lever caused the train to reach the station.

In this context (4) are fine. To predict this on the present account, we need to say that the engineer pulling the lever produced the train to reach the station. The scenario is designed so that the engineer pulling the lever is not sufficient for the train to take track L1, and not sufficient for it to take track L2.

While we modify Beckers’ definition to not require sufficiency, we nonetheless take Beckers’ analysis of production as a starting point for our own analysis. Let us give our analysis of production now.

(i)  

a. Computers do an awful lot of deliberation, and yet their every decision is wholly caused by the state of the universe plus the laws of nature.  

b. If you keep asking “why” questions about what happens in the universe, you ultimately reach the answer “because of the state of the universe and the laws of nature.”
5.3 Production in terms of sufficiency

Consider a row of dominoes – a paradigm case of causation if ever there was one. Domino A knocks over domino B, which knocks over domino C. In this context the following sentences are perfectly fine.

(6) a. Domino A falling caused domino C to fall.
   b. Domino C fell because domino A fell.

Given that cause and because require the cause to produce the effect, to account for these sentences we have to say that domino A falling produced domino C to fall. There are many to analyse such a chain; for example, as a transmission of a mark (Salmon 1984), conserved quantity (Salmon 1994) or force (Talmy 1988, Wolff 2007, Copley and Harley 2015). We will not consider arguments against these approaches here. We will instead analyse the chain as a chain of counterfactual dependence: Domino C falling counterfactually depended on domino B falling, which counterfactually depended on domino A falling.

(7) The idea. For any sentences $C$ and $E$, $C$ produces $E$ just in case there is a chain of counterfactual dependence from $C$ to $E$.

To formally analyse this idea (7) we must answer the following four questions.

1. What is a chain, mathematically speaking?
2. What is the chain made up of? What are its relata?
3. What notion of “counterfactual dependence” is used here?
4. What do “from $C$” and “to $E$” mean?

5.3.1 What is a chain?

Recall from section 3.6.3 the modelling framework we assume, where moments are maximal situations with respect to parthood, representing how things stand at a moment in time, and worlds are linear orders of moments.

Given a world $w$, let us say that an interval $I$ of $w = (M, \preceq)$ is a convex set of moments of $w$, i.e. $I \subseteq M$ for all $t, t' \in I$ and moment $t'' \in M$ such that $t \preceq t'' \preceq t'$, we have $t'' \in I$. The requirement that $I$ be convex will prevent chains from having any gaps (having no gaps, after all, seems to be part of what it means to count as a ‘chain’). A chain will be made up of situations, one for each moment in a time interval. We will also require that the interval is nonempty and has a minimal and maximal element. This implies that the chain has a first and last element.

5.3.1. DEFINITION (Chain). For any world $w$, a chain of $w$ is a set of situations $\{s_t\}_{t \in I}$ such that $I$ is a nonempty interval of $w$ with a minimal and maximal element, and for all $t \in I$, $s_t$ is part of $t$. 
Note that this definition allows a chain to consist of a single element. We may rule out these cases by defining a notion of proper chain.

5.3.2. Definition (Proper chain). A chain \( \{s_t\}_{t \in I} \) is proper just in case \( I \) has at least two elements.

The distinction between proper improper chains is useful when accounting for differences in meaning between cause and because. Let us turn to those differences now.

5.4 Proper and improper chains with cause and because

So far we have been silent about any differences between cause and because. One difference between them is that because has reflexive uses while cause does not. Compare:

(8)  
(a) Me doing it caused me to do it.  
(b) I did it because I did it.

(8a), if it is acceptable at all, can only mean that doing it once caused me to do it a second time. The cause and effect cannot be the same. Not so with (8b). Here are some naturally-occurring examples of reflexive because:\(^3\)

(9)  
(a) I just did it because I did it.  
(b) Atkinson’s Sept. 30 statement defending his decision to deem the complaint “credible” amounts to: “I did it, because I did it.” He never gave a reason.  
(c) To this day, I don’t know why that anxiety erupted at that time. It happened because it happened.  
(d) Everything I’ve done has felt very natural, and it’s happened because it’s happened.  
(e) It happened because it happened.  
(f) But it is the way it is just because it is the way it is.

This suggests that speakers can take reflexive because claims can be true. Now, why would a speaker ever assert a reflexive because claim? One reason could be to express that speaker is not in a position to assert any more informative answers to the same question. This is expected if, whenever \( E \) is true, \( E \) because \( E \) is true too. For then \( E \) because \( C \) entails \( E \) because \( E \) for any \( C \) whatsoever, making \( E \) because \( E \) a least informative member of the set of alternatives \( \{E \) because \( C : \)

---

\(^3\)Sources: (9a) Spokesman.com, 25 September 1996; (9b) New York Post, 30 December 2019; (9c) Adventurouskate.com; (9d) Johnny Depp, Brainyquote.com; (9e) Jack Straw, UK Parliament, 24 June 2003; (9f) StackExchange, 18 March 2018.
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C is a sentence. Reflexive *because* is a good option when you want to give a true answer to a *Why?* question but do not have anything informative to say.

If we allow improper chains in the notion of production used by *because*, we indeed predict that \( E \) entails \( E \) *because* \( E \). Recall our intuitive idea that \( C \) produces \( E \) just in case there is a chain of counterfactual dependence from \( C \) to \( E \). Every sentence trivially counterfactually depends on itself, so \( E \) *produce* \( E \) reduces to \( E \), and therefore the whole semantics of \( E \) *because* \( E \) reduces from

\[
E \land (E \gg (E \text{ produce } E)) \land \neg (\neg E \gg (\neg E \text{ produce } E))
\]

to \( E \land (E \gg E) \land \neg (\neg E \gg E) \), which is itself equivalent to \( E \).

Alternatively, one may account for the fact that *cause* is irreflexive, but *because* is not, by claiming that *cause* requires its relata to be distinct but *because* does not; in other words, that \( C \) *cause* \( E \) is equivalent to \( E \) *because* \( C \land (C \not\gg E) \).\(^4\) However, the fact that *cause* is never reflexive, while *because* can be, appears to be part of a larger pattern, one that is not captured merely by requiring distinct relata. As is well-known, *because* has ‘noncausal’ or ‘explanatory’ uses:

\[(10)\]
\[a. \quad S \text{ satisfies the axiom of extensionality because it is a set.} \]
\[b. \quad \# \text{The fact that } S \text{ is a set causes it to satisfy the axiom of extensionality.} \]

\[(11)\]
\[a. \quad A \lor B \text{ is true because } A \text{ is true.} \]
\[b. \quad \# \text{The fact that } A \text{ is true causes } A \lor B \text{ to be true.} \]

\( S \) *is a set* is not equivalent to \( S \) *satisfies the axiom of extensionality*, and \( A \) *is true* is not equivalent to \( A \lor B \) *is true*, but still we observe a contrast between *cause* and *because* in (10) and (11). Requiring that *because* allows the relata to be the same, while *cause* does not, therefore does not account for the differences between *cause* and *because*.

It is well-known that *because* allows for so-called ‘epistemic’ readings, as in (12a), which *cause* does not allow.\(^5\) Compare:

\[(12)\]
\[a. \quad \text{Dari is home because his lights are on.} \]
\[b. \quad \text{The fact that Dari’s lights are on caused him to be home.} \]

A relevant question is whether the differences between *cause* and *because* can be traced to an epistemic interpretation of *because*.\(^6\) The thought is that *I did it because I did it* is acceptable because we interpret it as *I know that I did it because (I know that) I did it*. There is some evidence against this strategy. Compare:

\(^4\)Lewis (1973a), for example, defines causal dependence as a relation between *distinct* events.

\(^5\)On epistemic readings of *because*, see Kac (1972), Powell (1973), Kim (1974), and Morreall (1979).

\(^6\)One way to implement this would be in the system of Meyer (2013), who proposes that assertions are by default interpreted with a silent knowledge operator.
5.5  The chain’s relata: situations

Our definition of chains makes essential appeal to situations, each of which represents some part of the world at a moment in time. This temporal specificity is a deliberate choice. It is motivated by overdetermination cases: cases of causation without counterfactual dependence, such as the Billy and Suzy context in (2), and cases of inevitable effects. Consider:

\[(14)\]
\[
\begin{align*}
a. & \quad \text{Socrates died because he drank poison.} \\
 b. & \quad \text{Socrates drinking poison caused him to die.}
\end{align*}
\]

If the chain’s relata were not temporally specific, and specified merely whether or not a given proposition is true at a world, then for (14) to be true we would require that the truth of Socrates died at a world counterfactually depends on some part of the world being the way it is. But given that Socrates’ death was inevitable (given that he was born), whether or not he dies at some point is counterfactually independent of every part of the world being the way it is.

In contrast, by using temporally-specific information in the production chain, we can construct such a chain as follows: where each description is intended to pick out a particular situation: Socrates is drinking poison at time $t$ ... Some poison is entering his cells at time $t'$ ... his lungs are not delivering oxygen at time $t''$ ... he is dead at time $t'''$. If a previous event on the chain had not occurred at the time it did, Socrates would not have died at the time he did – while truth-at-a-world fails the counterfactual dependence test here, temporally-specific situations pass it with flying colours.

---

\(^7\)We discuss previous approaches to inevitable effects in section 5.6.
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Compare this with the switch case. Recall (4):

(4) a. The train reached the station because the engineer pulled the lever.
    b. The engineer pulling the lever caused the train to reach the station.

To correctly predict that (4), repeated below, are false when the tracks converge, we need to say, loosely speaking, that if the engineer had not pulled the lever, her not pulling the lever would have produced the train to reach the station. We can find such a production chain; for example, the engineer does not pull the lever at time $t$ ... the train is at position $x$ at time $t''$ ... the train is at position $y$ at $t'''$ ... the train reaches the station at time $t''''$.

It may appear that our account of production requires that for $C$ to produce $E$, it must be that if $C$ had not occurred, $E$ would have occurred at a different time. This, however, is not the case. Given that production involves a chain from the cause to the effect, we do not require that when the effect occurs counterfactually depends on the when the cause occurs; rather, when the effect occurs must counterfactually depend on a previous event on the chain, which need not be the cause itself.

It is often been pointed out that there are cases of causation where, if the cause had not occurred, the effect would still have occurred at the same time anyway (Schaffer 2000, Yablo 2004, Hall 2004).

Billy throws a Smart Rock, equipped with an onboard computer, exquisitely designed sensors, a lightning-fast propulsion system – and instructions to make sure that the bottle shatters in exactly the way it does, at exactly the time it does. In fact, the Smart Rock doesn’t need to intervene, since Suzy’s throw is just right. But had it been any different – indeed, had her rock’s trajectory differed in the slightest, at any point – the Smart Rock would have swooped in to make sure the job was done properly.

(Hall 2004: due to Yablo, p.c.)

In this context (2) are still intuitively acceptable, while (3) are not.

(2) a. The bottle broke because Suzy threw her rock at it.
    b. Suzy throwing her rock at the bottle caused it to break.
(3) a. The bottle broke because Billy threw his rock at it.
    b. Billy throwing his rock at the bottle caused it to break.

We may consider a production chain of the form: Suzy throws the rock at $t$ ... the rock is in position $x$ at $t'$ ... the rock is in position $y$ at time $t''$ ... the rock hits the bottle at time $t'''$. Now consider the time one millisecond before the rock hit the bottle. I wager that there must be some time $t^*$, arbitrarily close to the time when the bottle broke, such that the rock was in position $x^*$ at time $t^*$, and
if the rock hadn’t been in position $x^*$ at time $t^*$, the bottle would not have broken when it did. Now, it is highly plausible to assume that it takes some time for the Smart Rock to recognise that Suzy’s rock is not on its assigned course and react accordingly. Since we require the production chain to be dense, there is a time after this window, but still on the chain, such that if it had not occurred at the time it did, the bottle would not have broken when it did.\footnote{One potential response to this account is that it assumes it takes some time for effects to take hold; for example, it takes some time for the Smart Rock to act in response to Suzy’s rock going off course. This is tantamount to the assumption that there is no simultaneous causation. We address this concern in section 6.3.2.}

We therefore predict that Suzy throwing her rock produced it to break. And given that her throw was on-target and with the required force for the bottle to break, we also predict that Suzy throwing her rock was sufficient for it to produce the bottle to break. So the positive condition is satisfied. Finally, given that if Suzy hadn’t thrown, her not throwing would not have produced the bottle to break – the negative condition is satisfied too. We therefore predict (2) to be true in the Smart Rock case.\footnote{Similar remarks apply to the case of Merlin and Morgana from Schaffer (2000).} This shows that on our account, causation does not require making a difference to when the effect occurred. It is possible for $C$ cause $E$ to be true even though had $C$ been false, $E$ would have occurred at the exact same time it fact did.

### 5.5.1 Counterfactual dependence

Lewis (1973a) used chains of counterfactual dependence in his attempt to analyse causal dependence. Here we use it to analyse production, which is a part of the meaning of cause and because but certainly not the whole story: their meaning also involves difference-making and sufficiency. On our diagnosis, then, Lewis’s proposal exhibits an accidental synecdoche: he took the part (production) for the whole (difference-making + sufficiency + production).

In the previous chapter we offered an analysis of sufficiency. In the spirit of making do with what we already have, in this chapter we will analyse production in terms of sufficiency. We will say that $E$ counterfactually depends on $C$ just in case $\neg C$ is sufficient for $\neg E$; in symbols: $\neg C \gg \neg E$.

Now we face the question of how exactly a chain of events is supposed to be ‘held together’ by a relation, such as counterfactual dependence. We turn to this question now.

### 5.5.2 Linking the chain

Let $S$ be a set and $\leq$ a binary relation over $S$. For any $x, y \in S$ define that $x < y$ just in case $x \leq y$ and $y \not\leq x$. 

---

---
For any \( x, y \in S \), we define that \( y \) is a \textit{successor} of \( x \) just in case \( x < y \), and that \( y \) is an \textit{immediate} successor of \( x \) just in case \( x < y \) and for no \( z \in S \) is \( x < z < y \). We define that \( \leq \) is \textit{discrete} just in case for any \( x, y \in S \) such that \( x < y \), there is a \( z \in S \) such that \( x < z \leq y \) and for no \( z' \in S \) is \( x < z' < z \) (when \( \leq \) is linear, this boils down to requiring that every element with a successor has an immediate successor).

5.5.1. DEFINITION (Links). Let \((S, \leq)\) be a linear order and \(R\) a binary relation over \(S\).

1. \(R\) links \((S, \leq)\) just in case for all \(x \in S\), if \(x\) has a successor then it has a successor \(y \in S\) such that for all \(z \in S\), if \(x < z \leq y\) then \(xRz\).

2. \(R\) discretely links \((S, \leq)\) just in case \(\leq\) is discrete and every element is \(R\)-related to its immediate successor: for all \(x, y \in S\), if \(y\) is an immediate successor of \(x\) then \(xRy\).

Discrete linking is more intuitive, saying that every element is related to the next element. But it only works when the chain is discrete. The general linking condition says that every element with a successor is related to a ‘buffer’ of elements in front of it. One may show that if the order is discrete the general and special definitions coincide, i.e. linking is equivalent to discrete linking (Fact 5.5.2).

5.5.2. FACT. Let \((S, \leq)\) be a linearly ordered set and \(R\) a binary relation over \(S\).

1. If \(R\) discretely links \((S, \leq)\) then \(R\) links \((S, \leq)\).

2. If \(R\) links \((S, \leq)\) and \(\leq\) is discrete then \(R\) discretely links \((S, \leq)\).

Therefore

3. If \(\leq\) is discrete, \(R\) links \((S, \leq)\) if and only if it discretely links \((S, \leq)\).

PROOF. For (1), suppose \((S, \leq)\) is discretely linked by \(R\) and pick any \(x\) with a successor. Then \(x\) has an immediate successor \(y\) and \(xRy\). Pick any \(z\) such that \(x < z \leq y\). Since \(y\) is an immediate successor of \(x\), \(z \not< y\), then as \(z \leq y\), \(z = y\), so \(xRz\).

For (2), suppose \(\leq\) is connex, reflexive, and discrete and \((S, \leq)\) is linked by \(R\). Pick any \(x, y \in S\) such that \(y\) is an immediate successor of \(x\).

Since \((S, \leq)\) is linked by \(R\), \(x\) has a successor \(y'\) such that \(xRz\) for all \(z\) with \(x < z \leq y'\). Since \(\leq\) is connex, either \(y \leq y'\) or \(y' \leq y\). If \(y \leq y'\) then \(xRy\). And if \(y' \leq y\) then as \(y' \not< y\), \(y' = y\), then by reflexivity, \(y' \leq y'\), so \(xRy'\) and so \(xRy\).

The right-to-left direction follows from (1). \(\square\)

We propose that the chain involved in production is linked by counterfactual dependence. The counterfactual dependence is between the actuality of states,
saying that if state \( s \) hadn’t been actual at \( t \), state \( s' \) wouldn’t have been actual at \( t' \). What does it mean for a state \( s \) to be actual at a moment \( t \)? There is a natural answer to this question: it means for \( s \) to be part of \( t \). Thus for any state \( s \) and moment \( t \), let us say that \( actual(s_i) \) is true just in case \( s \) is part of \( t \), and \( \neg actual(s_i) \) is true just in case \( s \) is not part of \( t \).

We analyse this notion of counterfactual dependence in terms of sufficiency, the notion we formalised in chapter 3. For any world \( w \) and situations \( s_t \) and \( s_t' \) that are part of \( w \), \( actual(s_t') \) counterfactually depends on \( actual(s_t) \) at \( w \) just in case \( \neg actual(s_t) \) is sufficient for \( \neg actual(s_t') \) at \( w \).

To apply our analysis of sufficiency from chapter 3, we need to say what states \( actual(s_t) \) is about. This is also a natural answer to this question: \( actual(s_t) \) is about \( s \) and no other states. Similarly, \( \neg actual(s_t) \) is sufficient for \( \neg actual(s_t') \) just in case when we remove \( s \) from \( t \), every nomically possible world that contains what is left over but not \( s_t \) is one that does not contain \( s' \) at \( t' \).

Lastly, we analyse what it means for sentence \( C \) to produce sentence \( E \), we need to say what it means for the production chain to be “from \( C \)” and “to \( E \)”.

Recall that our modelling framework comes with an aboutness relation between sentences and states. We propose that a chain \( \{s_t\}_{t \in I} \) is from \( C \) just in case, where \( s_t \) is the first element of the chain and \( s_t' \) the last, \( s \) is part of a state \( C \) is about and \( s' \) is part of a state \( E \) is about. Allowing \( s \) to be part of a state \( C \) is about (rather than requiring that \( C \) is about \( s \)) allows the cause and effect to be about more of the world than strictly required by the production chain. Some evidence for this is the naturally-occurring examples from section 2.7, repeated below.

(15) a. Computers do an awful lot of deliberation, and yet their every decision is wholly caused by the state of the universe plus the laws of nature.

b. If anything is happening at this moment in time, it is completely dependent on, or caused by, the state of the universe, as the most complete description, at the previous moment.

c. If you keep asking “why” questions about what happens in the universe, you ultimately reach the answer “because of the state of the universe and the laws of nature.”

Thus we have answered the four questions in section 5.3 that we required to analyse production. \( C \) produce \( E \) is true at a world \( w \) just in case there is a chain of \( w \) from \( C \) to \( E \) that is linked by counterfactual dependence between the actuality of states.
5.5.3 Evidence for this choice of aboutness: backtracking

Our choice of aboutness for \( \text{actual}(s_t) \) appears to be an obvious choice. There are also data supporting it. Recall our discussion of common cause structures from section 3.6.4. Recall (16) and (17).

\[
\begin{align*}
(16) & \quad \text{a. If light A were off, light B would be off.} \\
& \quad \text{b. If light A turned off, light B would turn off.}
\end{align*}
\]

\[
\begin{align*}
(17) & \quad \text{a. Light A turning on caused light B to turn on.} \\
& \quad \text{b. Light B turned on because light A turned on.}
\end{align*}
\]

The sentences in (16) admit a true, backtracking reading while the sentences in (17) do not. The difference is that the semantics of \textit{cause} and \textit{because} involves production, while the semantics of conditionals does not. Light A turning on did not produce light B to turn on. To predict this, we must ensure that when we evaluate counterfactual dependence along the production chain, we keep the state of the switch fixed. This is predicted by our choice of aboutness in the analysis of production. Given that \( \neg \text{actual}(s_t) \) is only about \( s_t \), where \( s_t \) is a situation of light A being on, we do not vary the state of the switch, as desired.

5.5.4 Evidence for strong dependence: chain widening

We have proposed that production chains are linked by counterfactual dependence. We took counterfactual dependence to be strong, in the sense that for \( \text{actual}(s'_t) \) to counterfactually depend on \( \text{actual}(s_t) \), we require \( \neg \text{actual}(s_t) \) to be sufficient for \( \neg \text{actual}(s'_t) \). An alternative proposal is that the dependence to be weak, requiring \( \neg \text{actual}(s_t) \) to \textit{not} be sufficient for \( \text{actual}(s'_t) \).

There is an argument that we need the strong notion of dependence. The argument is that the weak form of dependence allows for an undesirable situation I call \textit{chain widening}. To see the issue, let us recall a classic example of a causal chain: dominoes falling in sequence. Imagine two chains of dominoes. The first domino of each chain is pushed at the same time. We want to say that for each chain, pushing the first domino of that chain produced the final domino to fall over, and did not produce the final domino of the other chain to fall over. We can show this on our analysis of production, as depicted in Figures 5.4 and 5.5, with a chain of counterfactual dependence from the state of each domino falling to the state of the next falling.

Look at the first domino of the upper chain. If it had not fallen, the second domino of the upper chain would not have fallen. But also, if the first domino had not fallen, the whole collection of dominoes would be in a different state. The chain has widened. And if the whole collection of dominoes were in a different
If this domino had not fallen, this domino would not have fallen.

Figure 5.4

If this domino had not fallen, this domino would not have fallen.

Figure 5.5: How production is supposed to work.

state, there are many possibilities to consider. In some of them (but not all), the lower chain is different. We see a change in the state of the lower chain, as shown in Figures 5.6 and 5.7.

If the notion of dependence involved in production were weak, the mere existence of some possibility where the other chain is different would be enough for the production chain to widen from the upper chain to the lower chain. We would then predict that the first domino of the upper chain falling produced the last domino of the lower chain to fall. This is not what we want.

More generally, we could use this chain widening strategy to create production chains between any events whatsoever, so long as the chain respects the order of time. Taking a weak notion of dependence in the analysis of production trivialises production. The strong notion of dependence, in contrast, is immune to the chain widening problem.
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If this domino had not fallen

The dominoes would be in a different state

Figure 5.6: Chain widening.

If the dominoes were in a different state, there are many other states they could have been in.

Figure 5.7: How production could work is we took dependence to be weak in the analysis of production.
5.6 Inevitable effects

In this section we compare our approach to preemption cases from chapter 2 with previous approaches. Consider:

(18) a. Socrates drinking poison caused him to die.
    b. Socrates died because he drank poison.

Given Plato’s account in the *Phaedo*, these sentences are perfectly acceptable.

A widespread view in the literature on causation is that for a causal claim to be true there must be some possibility where the effect does not occur. In a slogan, if something has a cause then its occurrence/truth was contingent, a principle we may call *effect contingency*.\(^\text{10}\) Where the causal claim is of the form $C$ cause $E$ or $E$ because $C$ effect contingency states that, for these sentences to be true, there must be some possibility where $E$ is not true. This is an informal principle, since it leaves open in what sense $E$’s falsity is taken to be impossible. Nonetheless, however we understand this notion, it is clear that the acceptability of sentences such as (18) poses a challenge for effect contingency (see e.g. Lewis 2000). Given that Socrates had to die eventually, it is hard to see how we could find a possibility where he does not die. Something must be said to correctly predict that (18) are acceptable; say, concerning what scenarios we are consider when we interpret these sentences, or how long into the future after Socrates drank poison we are allowed to look, or how we interpret the expression *Socrates died*. Call this the problem of inevitable effects.

Here are examples of the problem of inevitable effects for two recent proposals. Andreas and Günther (2021) offer an analysis of the expression *if a cause of*, proposing that “for $c$ to be a cause of $e$, there must be a causal model $\langle M, V' \rangle$ that is uninformative about $c$ and $e$, while intervening by $\neg c$ determines $\neg e$ to be true”, where $M$ is a causal model and $V'$ a partial assignment of values to variables (Andreas and Günther 2021:685, for formal details see their paper).

Now recall the switch scenario with the convergent tracks. In this scenario (19) is intuitively unacceptable.

(19) The engineer pulling the lever is a cause of the train reaching the station.

Andreas and Günther account for this as follows.

Why is $f$’s firing [the engineer pulling the lever] no cause of $e$’s firing [the train reaching the station] in the switch scenario? Well, there is simply no causal model $\langle M, V' \rangle$ that contains no information about $e$. Even if there is no information at all as to which events occur, the

---

\(^{10}\)Proposals that appeal to a possibility where the effect does not occur include Lewis (1973a), Yablo (2004), Halpern and Pearl (2005), Weslake (2015), Halpern (2016), Beckers and Vennekens (2018), Beckers (2021a), and Andreas and Günther (2020, 2021).
information about the dependences between the events is sufficient for \( e \)'s occurrence. No matter whether \( f \) or \( \neg f \) is actual, \( e \) occurs according to the structural equations.

(Andreas and Günther 2021:682)

The problem is that we can say the same about Socrates' death. In any causal model representing the fact that Socrates' death was inevitable, information about the dependencies alone is sufficient for Socrates to die.\(^{11}\) However, the following sentence is intuitively fine.

\[(20) \quad \text{Socrates drinking poison was a cause of his death.}\]

Given Andreas and Günther's appeal to a possibility where the effect does not occur, we are left without an account of the contrast between (19) and (20).

Inevitable effects are also a problem for Beckers (2016), who also predicts (20) to be false. To apply Beckers' analysis of production we must construct a structural causal model with a variable representing whether or not Socrates dies. Now, given the laws of biology, it is natural to assume that death is inevitable. In terms of nomic possibility, we may say that in every nomically possible world where Socrates is born (as a human), Socrates eventually dies. But then everything whatsoever is sufficient for \( \text{Socrates dies} \) to be true.\(^{12}\) In terms of Beckers’ account, let \( E \) be a variable representing whether or not Socrates dies, and be \( C_i \) the penultimate event on the chain. Given that Socrates’ death is inevitable, we will not be able to find a set \( L \) such that \( L \setminus \{C_i\} \) is not sufficient for \( E \) – the NESS test fails. In that case nothing can produce Socrates to die, and as \( \text{cause} \) and \( \text{because} \) require that the cause produced the effect, we would wrongly predict (18) to be false.

\(^{11}\)If one responds that Socrates’ dying was guaranteed not by the dependencies alone but also by some matters of fact (say, the fact that Socrates was born in the first place) note that we can say the same about the switch case: the train reaching the station is inevitable given that the train began its journey. The correspondence between the switch case and Socrates’ death is still preserved. Andreas and Günther’s reasoning above does not account for why (19) is unacceptable but (20) is fine.

\(^{12}\)Let us show this in more detail. Beckers (2016:77) defines sufficiency in terms of structural causal models and logical entailment, whereby a set of literals \( L \) implies an atomic sentence \( X \) just in case \( \bigwedge L \) logically implies the structural equation for \( X \). In terms of structural causal models, it is plausible to formalise the claim that Socrates’ death was inevitable as the claim that the structural equation for \( SD \) is a tautology, where \( SD \) is the atomic sentence representing that Socrates dies. On this formalisation of inevitability, Beckers predicts that every set whatsoever is sufficient for \( SD \). The NESS test fails: Beckers' predicts that nothing can produce nothing can produce \( SD \). Since causation requires production, Beckers therefore predicts that nothing is a cause of Socrates dying. One may try to formalise inevitability in a way that avoids this problem. Since we propose another analysis of sufficiency anyway (the analysis from the previous chapter), we will not pursue this project here.
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5.6.1 Previous responses to the problem of inevitable effects

A popular reply to the problem of inevitable effects is that causation does require dependence not in whether the effect occurs, but in something about how the effect occurs (Paul 1998, 2000, Lewis 2000). The typical way to implement this idea is using counterfactual dependence: if the cause had not occurred, the effect would have occurred in some relevantly different way. For example:

\[
e \text{ depends causally on } c \text{ iff } c \text{ occurs, } e \text{ occurs, and if } c \text{ had not occurred, then } e \text{ would not have occurred at all, or would have occurred later than the time that it actually did occur.}
\]

(Paul 1998:193)

Suppose it were alleged that since we are all mortal, there is no such thing as a cause of death. Without the hanging that allegedly caused the death of Ned Kelly, for instance, he would sooner or later have died anyway. Yes. But he would have died a different death, and the event that actually was Kelly’s death would never have occurred.

(Lewis 2000:185)

This is a compelling response, and I believe there is something to it. We can indeed restrict the interpretation of to die to something specific concerning the time or manner of the death, illustrated in (21).

(21) Doctor: The test results just came back.
    Patient: What do they say? Am I going to die?
    Doctor: No, you’re not going to die. But you do need a new prescription.

In this context “not going to die” means something like not going to die soon, or from the particular illness in question.\textsuperscript{13}

One property of domain restrictions is that they can be cancelled, as in (22).

(22) A: There’s a 20% discount on everything.
    B: Really? On everything in the world?
    A: Well, not on everything. Just on everything in this shop.

Likewise, the restriction in the doctor’s office example can be easily cancelled.

\textsuperscript{13}The example also works with will in place of be going to:

(i) Doctor: The test results just came back.
    Patient: What do they say? Will I die?
    Doctor: No, you won’t die. But you do need a new prescription.

The example is arguably more natural with be going to than will, which one may account for using the differences between will and be going to observed by Copley (2001, 2008, 2009).
(23) Doctor: No, you’re not going to die. Well, you are human, so of course you are going to die, but not soon/as a result of this illness.

This is expected if (21) involves a contextual restriction; say, to a salient set of dying events.\(^\text{14}\)

The question is whether such a restriction is the reason why we can say that inevitable events have causes; for example, why (18) are fine. If it is, we expect the restriction to be similarly cancellable, in which case these sentences should become unacceptable (on a counterfactual dependence approach to causation). To test this, consider:

(24) a. Drinking poison caused Socrates to die. Well, of course he was going to die eventually, so drinking poison didn’t cause him to die.
   b. Socrates died because he drank poison. Well, of course he was going to die eventually, so he didn’t die because he drank poison.

These sound incoherent. One can assert in the same breath that Socrates’ death was both inevitable and had a cause. This strongly suggests domain restriction is not responsible for the fact that (18) are acceptable.

Now, Paul and Lewis do not appeal to contextual domain restriction. Rather, they propose that sensitivity to the time/manner of the effect’s occurrence is part of the meaning of causal terms themselves. In the following section we consider two arguments against this idea. Our first argument is that for every overdetermination case where the causal claim is true and the cause made a difference to the specific way in which the effect occurred, we can construct a switch case where the cause also made a different to the specific way in which the effect occurred but the causal claim is false. While this objection has been around for some time (made, for example, by Rice 1999, Hall 2004, Yablo 2004), our second objection is novel, concerning the meaning of only because.

5.6.2 For every overdetermination case there is a switch

Recall Hall’s switching context with the converging tracks (Figure 5.1). The bottom track is shorter than the top track. Let us suppose that the train reached the station before noon, but if the engineer had not pulled the lever, the train would have reached the station after noon. Pulling the lever hastened the train’s arrival. Still we reject (4), repeated below.

(4) a. The train reached the station because the engineer pulled the lever.
   b. The engineer pulling the lever caused the train to reach the station.

There is a clear difference in meaning between the sentences in (4) and:

\(^{14}\)For an overview of contextual domain restriction, see Stanley and Szabó (2000).
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(25) a. The train reached the station before noon because the engineer pulled the lever.
b. The engineer pulling the lever caused the train to reach the station before noon.

We might imagine that pulling the lever hastened the train’s arrival by days, months or years. It does not matter: once we are given that if the engineer hadn’t pulled the lever, the train would have taken the upper track and would have reached the station eventually, (4) are unacceptable.

This suggests that one can hasten the effect’s occurrence without causing it. What about changing the way in which the effect occurs? Imagine a scenario with two converging tracks, where if the engineer does not pull the lever the train reaches the station from the East, but if the she pulls the lever it reaches the station from the West. The engineer pulls the lever and the train reaches the station from the East. In that case, if the engineer hadn’t pulled the lever, arguably it would have arrived in a different way. We might say it would have had a different arrival. In that context (4) are still unacceptable. The contrast would be puzzling if cause and because expressed counterfactual dependence in the time or manner in which the effect occurred.

We can make the same point regarding causes of death. Suppose the Athenian citizens vote to put Socrates to death, but leave it to the executioner to decide when he has to die. The executioner was planning a year-long trip to Babylon, but his boat was destroyed in a storm. Socrates died in 399 BCE, but if the executioner’s boat hadn’t been destroyed Socrates would have died a year later, in 398 BCE. Consider:

(26) a. Socrates died because the executioner’s boat was destroyed.
b. The fact that the executioner’s boat was destroyed caused Socrates to die.

(27) a. Socrates died in 399 BCE because the executioner’s boat was destroyed.
b. The fact that the executioner’s boat was destroyed caused Socrates to die in 399 BCE.

There is a clear contrast between (26) and (27). (26) are unacceptable even though the boat’s destruction hastened Socrates’ death, while given the set up above, (27) are fine.

Similarly, imagine that the executioner had only one dose of hemlock left, designated for another prisoner. The Athenians originally wished to throw Socrates off a cliff. However, the other prisoner was released, so the hemlock was given to Socrates instead. Consider:

(28) a. Socrates died because the other prisoner was released.
b. The other prisoner’s release caused Socrates to die.
These are unacceptable, even though the other prisoner’s release changed how Socrates died. Had the other prisoner had not been released, Socrates would have died in a different way; we might say, in the words of Lewis (2000), that he would have died a different death. (29), in contrast, are fine.

(29)  
   a. Socrates died by hemlock poisoning because the other prisoner was released.  
   b. The other prisoner’s release caused Socrates to die by hemlock poisoning.

One may of course reply that we have misconstrued the identity criteria of events, that once we get we have the right account of when two events are the same, we will see that in (18) if the cause had not occurred, the effect would have constituted a different event, but in (25)–(28) the effect would have constituted the same event.

A central difficulty with this response is that (18) are clearly acceptable while the identity criteria of events are much less clear. We would like an account that makes clear predictions for clear judgements. But appeals to the identity criteria of events seem to pull us toward a convoluted system of ‘bells and whistles’, in the words of Lewis (2000). For example, Hitchcock (2012:83) wonders:

if a meeting is originally scheduled for Monday at noon, and then rescheduled for Tuesday at noon, is the meeting that occurs on Tuesday at noon the very same meeting that would have occurred on Monday? That is, was the meeting postponed, strictly speaking, or was the original meeting cancelled and a different meeting scheduled for Tuesday?

I find both responses plausible: we can call the new event ‘the same meeting’ as the original meeting or not.\(^{15}\) In contrast, (18), repeated below, are unquestionably true.

(18)  
   a. Socrates drinking poison caused him to die.  
   b. Socrates died because he drank poison.

The clarity of our judgement that (18) are true, and unclarity of our judgements about when events are the same, suggests that our interpretation of cause and because is not based on the identity criteria of events, but built on firmer foundations.

In contrast to this uncertainty, Beckers’ proposal gives a straightforward account of the difference between overdetermination cases and switch cases. In

\(^{15}\)A further difficulty is that a number of theories of the identity criteria of events appeal to causal notions. For example, Davidson (1969) proposes to individuate events by their causes and effects. We might like to appeal to such accounts to help with the identity criteria of events, but cannot do so here on pain of circularity.
overdetermination cases the absence of the cause would not have produced the
effect, while in switch cases it would have. For example, if Socrates had not drunk
poison, him not drinking poison would not have produced his death; rather, some-
ting else would have (drinking too much wine, fighting the Spartans, ...).

Our second argument against the idea that causal claims express some kind
of counterfactual dependence in how the effect occurs concerns the meaning of
only because.

5.6.3 Only + because = counterfactual dependence

As we have seen, a common response to overdetermination cases on behalf coun-
terfactual dependence approaches to causation is to say that causation involves
counterfactual dependence in how the effect occurs, rather than whether or not it
occurs. The strategy, generally speaking, is to amend the notion of counterfactual
dependence to find counterfactual dependence where at first sight there is none.
For example, given that Socrates’ death was inevitable, the fact that he died does
not counterfactually depend on anything, so Paul, Lewis, and others reply that
the counterfactual dependence is of a different sort.

This strategy backfires in an interesting way when we look at only because. Recall that the following sentences are fine:

(30)   a. The bottle broke because Suzy threw her rock at it.
     b. Socrates died because he drank poison.

Now consider:

(31)   a. The bottle broke only because Suzy threw her rock at it.
     b. Socrates died only because he drank poison.

These sentences have (at least) two readings. On one they imply counterfactual
dependence:

(32)   a. If Suzy hadn’t thrown her rock, the bottle would not have broken.
     b. If Socrates hadn’t drunk poison, he wouldn’t have died.

On this reading (31) are unacceptable. A second reading is that the effect did
not happen because of anything else, which we may make salient as follows.

(33)   a. The bottle didn’t break because Billy threw his rock at it, and it
didn’t break because Charlie hit it with a hammer. The bottle broke
only because Suzy threw her rock at it.
     b. Socrates didn’t die because he drank too much wine, and he didn’t
die because the Spartans attacked him. Socrates died only because
he drank poison.
On this reading (31) are acceptable.

Here we are interested in the counterfactual dependence reading. It is clear why (31) are unacceptable on this reading: in the actual circumstances, the effect did not counterfactually depend on the cause. If Suzy hadn’t thrown her rock the bottle would have broken anyway. If Socrates hadn’t drunk poison he would have died anyway. To test this, we can remove Billy from the scenario, so that the bottle breaking counterfactually depended on Suzy’s throw. In that case suddenly (31a) becomes fine. Likewise, if we imagine that Socrates would have lived forever had he not drank the poison, (31b) is perfectly acceptable.

The problem for counterfactual dependence approaches to causation, such as Paul (1998) and Lewis (2000), is that, to account for (31)’s unacceptability, we need to appeal to counterfactual dependence – the original notion concerning whether or not the effect occurred. But counterfactual dependence approaches to causation have analysed this notion away in favour of amended version concerning the specific way in which the effect occurs.

Let’s see what happens when we explicitly state that the effects are temporally specific, as in (34).

(34) a. The bottle broke before time $t$ only because Suzy threw a rock at it.
   b. Socrates died before time $t$ only because he drank poison.

There are times for which these sentences are perfectly acceptable. If cause and because expressed counterfactual dependence in when the effect occurred, we would expect no difference between (31) and (34), for suitable choices of $t$. This is not what we observe; rather, (31) are much worse than (34).

We find the same pattern if we replace temporal specificity with specificity in the way in which the effect occurred, as in (35).

(35) a. The bottle broke in way $x$ only because Suzy threw a rock at it.
   b. Socrates died in way $x$ only because he drank poison.

Again, (31) are much worse than (35), a fact which is unexpected if the counterfactual dependence involved in cause and because involved counterfactual dependence in the way the effect occurred.

One reply on behalf of counterfactual dependence approaches would be to say that only modulates between different notions of counterfactual dependence; specifically, saying that only turns how-counterfactual dependence into whether-counterfactual dependence. However, there is nothing in the meaning of only to suggest this ability. Considerations of compositionality favour an account of the meaning of only because in terms of the meaning of only and the meaning of because.
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5.6.4 Only because on the present account

The present account of the meaning of because can account for unacceptability of (31). Moreover, it predicts the counterfactual dependence reading of only because in a compositional way: the reading falls out of our semantics of cause and because together with a standard semantics for only.

First we need a semantics of only. Recall our discussion from section 2.7.2. It is well-known that only is interpreted with respect to a set of alternatives (Rooth 1985), as in the following standard entry, which we adopt here.\footnote{Our predictions in this section also follow on Fox’s (2007) entry for only.}

\begin{equation}
\text{(36) Meaning of only.} \quad \text{For any sentence } S \text{ and set of sentences } Alt, \text{ only}_{Alt} S \text{ asserts that for every } A \in Alt, \text{ if } S \text{ does not entail } A \text{ then } A \text{ is false.}
\end{equation}

To illustrate with the classic example, compare:

\begin{equation}
\text{(37) a. I only introduced BILL to Sue.}
\text{ b. I only introduced Bill to SUE.}
\end{equation}

In (37a), only negates alternatives of the form \textit{I introduced x to Sue}, saying I didn’t introduce anyone but Bill to Sue, while in (37b) it negates alternatives of the form \textit{I introduced Bill to x}, saying that I didn’t introduce Bill to anyone but Sue.

Similarly, we can trace the difference between the two readings of (31) to different alternatives associating with only. One available set of alternatives results from focus on the whole because-clause, which could be triggered, say, by the following questions under discussion.

\begin{equation}
\text{(38) a. Why did the bottle break?}
\text{ b. Why did Socrates die?}
\end{equation}

We propose that when only because receives a counterfactual dependence reading, the alternatives are those that result from changing the because-clause:

\begin{equation}
\text{(39) a. \{The bottle broke because } x : x \text{ is a sentence\}}
\text{ b. \{Socrates died because } x : x \text{ is a sentence\}}
\end{equation}

There is independent evidence for this choice of alternatives in other environments. For example, von Fintel (1997:28, taking up an idea by Roger Schwarzchild) and Vostrikova (2018) suggest that only if has as alternatives the set of all if-clauses.

A second set of alternatives is available, which can be triggered by narrow focus (say, on Suzy or poison), or questions such as:

\begin{equation}
\text{(40) a. The bottle broke because who threw a rock at it?}
\text{ b. Socrates died because he drank what?}
\end{equation}
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These questions are associated with alternative sets such as:

(41) a. \{The bottle broke because \(x\) threw a rock at it : \(x\) is a person\}
b. \{Socrates died because he drank \(x\) : \(x\) is a entity\}

With these alternatives we derive the readings in (33).

Before turning to Suzy and Socrates, let us see how our proposal handles the following example. Suppose Reyna was born in Copenhagen and received a Danish passport and consider:

(42) Reyna received a Danish passport because she was born in Copenhagen.

This sentence is acceptable.\(^{17}\) Now replace because with only because:

(43) Reyna only received a Danish passport because she was born in Copenhagen.

This sentence has a counterfactual dependence reading, especially salient with narrow focus on Copenhagen, according to which Reyna would not have received a Danish passport had she been born outside Copenhagen. Since there is nothing special about Copenhagen compared to anywhere else in Denmark when it comes to receiving Danish passports, on this reading (43) is intuitively unacceptable.

Our proposed semantics for because, combined with only, correctly predicts this. For among the alternatives to ... because Reyna was born in Copenhagen we have ... because Reyna was born in Denmark. Now, (44a) does not entail (44b). For example, in a world where only those born in Copenhagen receive Danish passports, (44a) is true but (44b) false.

(44) a. Reyna received a Danish passport because she was born in Copenhagen.
b. Reyna received a Danish passport because she was born in Denmark.

(43) therefore asserts that (44b) is false. On our semantics of because this amounts to the following, where \(D\) says that Reyna was born in Denmark, \(E\) that she received a Danish passport.

\[
\neg (E \: \text{because} \: D) \\
\iff \neg (D \land (D \Rightarrow (D \: \text{produce} \: E)) \land \neg (\neg D \Rightarrow (\neg D \: \text{produce} \: E))) \\
\iff \neg D \lor \neg (D \Rightarrow (D \: \text{produce} \: E)) \lor (\neg D \Rightarrow (\neg D \: \text{produce} \: E))
\]

This disjunction turns out to be false. The first disjunct is false since Reyna was in fact born in Denmark. The second disjunct is false because Reyna being born

\(^{17}\)It is based on the following naturally occurring example (discussed by McHugh 2020).

(i) Reyna was born at Royal Bolton Hospital but received a Danish passport because her mother was born in Copenhagen.

[Source]
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...in Denmark is sufficient for that to produce her to receive a Danish passport. And the third disjunct is false since, if Reyna hadn’t been born in Denmark, not being born in Denmark would not have produced Reyna to receive a Danish passport (either she wouldn’t have received one at all, or it would have been produced by something else; say, one of her parents being born in Denmark). Since the whole disjunction is false, and (43) implies it, we therefore correctly predict (43)’s unacceptability.

To test this account, imagine that the effect did in fact counterfactually depend on the cause. That is, imagine the passport rules changed so that if Reyna hadn’t been born in Copenhagen she wouldn’t have received a Danish passport. Now the second disjunct \( \neg (D \Rightarrow (D \text{ produce } E)) \) is true: Reyna being born in Denmark was not sufficient for that to produce her to get a Danish passport. For she could have been born in Denmark but outside Copenhagen, in which case she wouldn’t have received a Danish passport, so nothing would have produced her to receive a Danish passport (production is factive, \( C \text{ produce } E \) entails \( C \land E \), so \( \neg E \) entails \( \neg (C \text{ produce } E) \)). In this case, then, we predict that the whole disjunction is true and therefore (43) to be true. This is exactly what we observe. Assuming Reyna wouldn’t have received a Danish passport had she been born outside Copenhagen, (43) is perfect.

Here is one way to think of what is going on with only because. The places in Denmark outside Copenhagen are ‘backup causes’: alternative causes that could have produced Reyna to receive a Danish passport, had she been born outside of Copenhagen. Put in these terms, given the alternatives in (39), and where \( \Rightarrow \) denotes entailment, we have just shown that for any sentence \( B \),

\[
\begin{align*}
\text{if} & \quad E \text{ because } C & \not\Rightarrow & \quad E \text{ because } (C \lor B), \\
\text{then} & \quad E \text{ only because } C & \Rightarrow & \neg (E \text{ because } (C \lor B)).
\end{align*}
\]

In other words, only because asserts that the effect had no backup causes. And where there are no backup causes there is counterfactual dependence. This derives the counterfactual dependence reading of only because.

With a different set of alternatives (43) can be fine. For instance, suppose the set of alternatives consists of non-overlapping places: Aarhus, Berlin, Copenhagen ... . With these alternatives (43) asserts that Reyna did not receive a Danish passport because she was born in Aarhus, that she didn’t receive one because she was born in Berlin, and so on, which are all true since Reyna wasn’t born in any of these places. The alternative Reyna did not receive a Danish passport because she was born in Copenhagen is not negated since it is entailed by the prejacent (indeed, it is the prejacent).

The same reasoning applies to only because in overdetermination cases, such as (31a), repeated below.

(31a) The bottle broke only because Suzy threw her rock at it.
When the alternatives are all other *because* clauses, as in (39a), then among the alternatives to (31a) we have (45).

(45) The bottle broke because Suzy or Billy threw a rock at it.

The prejacent, *The bottle broke because Suzy threw her rock at it*, does not entail (45), so *only* negates (45). On our semantics of *because* this amounts to:

\[
\neg (\text{Suzy or Billy throw})
\lor \neg ((\text{Suzy or Billy throw}) \Rightarrow ((\text{Suzy or Billy throw}) \text{ produce bottle break}))
\lor (\neg (\text{Suzy or Billy throw}) \Rightarrow (\neg (\text{Suzy or Billy throw}) \text{ produce bottle break}))
\]

As in the Copenhagen case, each disjunct is false. Suzy or Billy did throw; the fact that either threw is sufficient for that to produce the bottle to break; and if neither had thrown, then the fact that neither threw would not have produced the bottle to break (the bottle would not even have broken, so given that production is factive, nothing would have produced it to break). Since (31a) asserts this disjunction, which is false, we correctly predict (31a) to be unacceptable.

If we instead imagine that the bottle breaking counterfactually depended on Suzy’s throw (say, Billy’s throw would have missed), the second disjunct becomes true: Suzy or Billy throwing is not sufficient for that to produce the bottle to break. For one way for Suzy or Billy to throw is for Billy but not Suzy to throw. Given our assumption that the bottle breaking counterfactually depended on Suzy’s throw, if only Billy had thrown the bottle would not have broken; a fortiori, nothing would have produced it to break (since production is factive). So when the bottle breaking counterfactually depends on Suzy’s throw, we correctly predict (31a) to be acceptable.

The second reading of (31a) discussed in (33), where (31a) is acceptable, results from the unavailability of the alternative *The bottle broke because Suzy or Billy threw a rock at it*. Now, the following alternative may still be available:

(46) The bottle broke because Billy threw a rock at it.

When it is, we predict that (31a) implies that (46) is false, which is perfectly fine since (46) actually is false – a fact we predict since Billy did not produce the bottle to break.

Just as we considered backup causes in the previous two scenarios (Reyna being born in Denmark, Suzy or Billy throwing), we may consider the set of backup causes of Socrates’ death: the set of conditions such that, had Socrates not drunk poison, one of them would have produced his death instead.\(^\text{18}\) The backups may include old age, drinking too much wine at the Symposium, fighting

---

\(^\text{18}\)Note that if Socrates had not drunk poison, it may not be determined at that moment which one of the backups would have produced his death. The set of backups contains all these potential producers of his death, had he not drunk poison.
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the Spartans in the Peloponnesian, and so on. Let backup express that one of these backup producers of Socrates’ death occurred; for example, backup = (Socrates drinks ten amphorae of wine V Socrates falls of a cliff V · · ·).

Now, (47a) does not entail (47b). For there is a logically possible world with different laws where, say, only poison can kill Socrates: in such a world, had he not drunk poison, he would have lived for ever. In such a world (47a) can be true while (47b) is false.

(47) a. Socrates died because he drank poison.
    b. Socrates died because he drank poison or a backup occurred.

(31b) therefore asserts that (47b) is false (when (47b) is an available alternative).

\[ S \text{ die only because poison} \Rightarrow \neg(S \text{ die because (poison} \lor \text{ backup)}) \]

On our semantics of because, \( \neg(S \text{ die because (poison} \lor \text{ backup)}) \) is equivalent to

\[
\neg(\text{poison} \lor \text{ backup}) \\
\lor \neg((\text{poison} \lor \text{ backup}) \gg (\text{poison} \lor \text{ backup) produce S die})) \\
\lor (\neg(\text{poison} \lor \text{ backup}) \gg (\neg(\text{poison} \lor \text{ backup) produce S die}))
\]

Actually, each disjunct is false. The first disjunct is false since Socrates did in fact drink poison. The second is false since Socrates drinking poison or a backup occurring is sufficient for one of these to produce him to die. The third disjunct is false since, if neither the original cause nor a backup had occurred, their absence would not have produced Socrates’ death.

As in Denmark and Suzy cases above, we can test this explanation by imagining that Socrates’ death did counterfactually depend on drinking poison. Imagine that hemlock was Socrates’ kryptonite, so to speak. In that case the second disjunct is true: Socrates drinking poison or a backup occurring is not sufficient for that to produce him to die. For one way for that disjunction to occur is for a backup to occur; say, Socrates falls off a cliff. Given that Socrates would not have died had he not drunk poison, in that case he does not die (so nothing

---

19 At least, the entailment does not hold when we read (47b) as D because \((C \lor B)\). Another scope disambiguation of (47b) has disjunction above because: \((D \because C) \lor (D \because B)\). On this reading (47a) does entail (47b). Here we are concerned with the first reading, where because scopes above disjunction.

20 If neither the original cause nor a backup had produced Socrates’ death, it is hard to imagine what would have produced his death instead, given that the backups are supposed to cover all other potential producers of his death. Whatever we say in response to this, it is clear that Socrates not drinking poison, nor the backups occurring, would not have been sufficient to produce his death.

21 In this case the label ‘backups’ is a misnomer. For they are no longer in fact backup producers of his death, but were only backups under our previous assumption that Socrates’ death did not counterfactually depend on him drinking poison.
produces him to die). So assuming his death counterfactually depended on him
drinking poison we predict (31b) are fine, which is the intuitively correct result.

Our account of above of (31b)’s unacceptability (given the alternatives in
(39b)) made essential appeal to the fact that Socrates died in (31b) does not
encode the time or manner in which he dies. If we replace Socrates died with
Socrates died at time t/in way x, (31b) instead asserts:

\[
\neg (\text{poison} \lor \text{backup}) \\
\lor \neg ((\text{poison} \lor \text{backup}) \Rightarrow (\text{poison} \lor \text{backup} \text{ produce Socrates die at time } t/\text{in way } x)) \\
\lor (\neg (\text{poison} \lor \text{backup}) \Rightarrow (\neg (\text{poison} \lor \text{backup} \text{ produce Socrates die at time } t/\text{in way } x))
\]

The second disjunct is true: Socrates drinking poison or a backup occurring is
not sufficient to produce him to die at the time or in the manner in which he
in fact did. For one way for him to drink poison or for a backup to occur is
for a backup to occur and Socrates to not drink poison. In that case he would
have at a different time/in a different way. In the words of Lewis (2000), he
would have died a different death. Now, if the second disjunct were true then
the whole disjunction would be true and we would lose our account of (31b)’s
unacceptability.

In a nutshell, the challenge for counterfactual dependence approaches is this.
Recall that intuitively (30b) is acceptable but (31b) is not (given the alternatives
in (39b)).

(30b) Socrates died because he drank poison.
(31b) Socrates died only because he drank poison.

Counterfactual dependence approaches have to tell some story about why (30b)
is fine in the absence of any counterfactual dependence from the cause to the
effect. For if Socrates hadn’t drunk poison, he still would have died. Now, as
we have seen, (31b) is unacceptable precisely because of this lack of counter-
factual dependence. The response that there is counterfactual dependence after
all (say, concerning the time or manner of Socrates’ death) accounts for (30b)’s
acceptability at the cost of wrongly predicting (31b) to also be acceptable.

In contrast, the present approach simultaneously accounts for acceptability of
(30b) and unacceptability of (31b). This is because the present approach does not
need to appeal to any possibility where the effect does not occur: (30b) instead
requires that Socrates not drinking poison is not sufficient for that to produce him
to die. This can hold even when the effect is inevitable. (In that case something
else something other than Socrates not drinking poison would have produced him
to die.) Given that we did not need to analyse the inevitability away to account
for (30b)’s acceptability, we are free to use that inevitability to account for (31b)’s
unacceptability.
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5.6.5 Only because an evidence for sufficiency

We have already seen evidence from sufficiency violations – such as the robot context – that because expresses sufficiency. These data from only because provide further evidence that because expresses sufficiency. For example, Beckers’ semantics of is a cause of lacks a sufficiency requirement. Let’s see what we predict for only because when we take Beckers’ proposal as a semantics of because (something Beckers does not propose), whereby E because C means that C is true and produced E, and ¬C is not sufficient for it to produce E.

Take a case where the effect counterfactually depends on the cause: Suzy threw a rock at the bottle, breaking it, and Billy was not going to throw. As discussed, in that case (31a) is intuitively fine. Recall that it has following implication, assuming the alternatives in (39a):

\[(48)\]
\[a. \text{ The bottle only broke because Suzy threw a rock at it. } = (31a)\]
\[b. \Rightarrow \neg (\text{The bottle broke because Suzy or Billy threw a rock at it}).\]

On Beckers’ semantics – applied to because – (48b) amounts to:

\[\neg (S \vee B) \lor \neg (\neg (S \vee B) \text{ produce } E) \lor ((S \vee B) \Rightarrow (\neg (S \vee B) \text{ produce } E))\]

The first and third disjuncts are false for the same reasons as before. Crucially, however, the second disjunct also is false. Suzy or Billy throwing did produce the bottle to break. But then (31a) implies something false, so we predict it to be unacceptable. In fact, when the bottle breaking counterfactually depends on Suzy throwing, (31a) is fine.

One might reply that in this case we should rethink the claim that Suzy or Billy throwing produced the bottle to break. Could we redefine production to have this come out false? We could, but this runs into another problem. Take the original Billy and Suzy case, where the bottle breaking did not counterfactually depend on Suzy’s throw. In that case (31a) is intuitively unacceptable. But now the second disjunct, \(\neg (\neg (S \vee B) \text{ produce } E)\), is true, so we would lose our account of (31a)’s unacceptability.

Either way, then, Beckers’ semantics applied to because makes incorrect predictions for only because.\(^{22}\) As we have seen, when we replace production with sufficiency for production – that is, replace \(C \text{ produce } E\) with \(C \Rightarrow (C \text{ produce } E)\) in the semantics of because – we make correct predictions for only because; specifically, we correctly predict only because to be acceptable just in case the effect counterfactually depends on the cause. This shows the important role sufficiency plays in our account of because. It also shows that sufficiency is part of the literal meaning of because – rather than, say, an implicature – given the standard assumption that only negates the literal meaning of its alternatives. For example:

\[^{22}\text{This of course is not a problem for Beckers’ own proposal, which is intended as an analysis of the expression is a cause of.}\]
(49) a. Only Sami talked to some of the students.
   b. Only Charity talked to Simon or Maher.

(49a) implies that the others did not talk to any of the students, not that they talked to none or all of the students (at least, it does not imply this without special ‘denial’ intonation). Similarly, (49b) implies that the others did not talk to Simon and that they did not talk to Maher: only negates the literal, inclusive meaning of or.\textsuperscript{23}

To conclude, evidence from only because suggests that sufficiency is part of the semantics of because. The fact that sufficiency helps give the right predictions for a complex environment – under only – is an unexpected and welcome result.

\textsuperscript{23}A straightforward explanation of this is that calculating an implicature under only would lead to a weaker meaning, making the utterance less informative (see e.g. Chierchia 2013:106, Fox and Spector 2018).
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Causal models

6.1 Where we are

The previous chapters proposed a semantics of *cause* and *because*. In this chapter we turn our attention to the models in which we expressed this semantics. The goal of this chapter is to explain why I chose the modelling framework I did – to hopefully give the reader a sense of its generality, simplicity, and advantages over alternative frameworks.

Before doing so, let us step back and situate ourselves within the broader narrative of the dissertation. Recall the two questions with which we began.

**The modelling question.** What kind of information do we use when we judge that a causal claim is true?

**The meaning question.** What are the truth conditions of causal claims?

Since causal claims come in many forms – too many to analyse in one dissertation – we narrowed our inquiry from causal claims in general to sentences containing the words *cause* and *because* in particular. Chapter 2 proposed an answer to the meaning question in terms of two relations, sufficiency and production. Chapter 3 gave an analysis of sufficiency, and chapter 5 an account of production in terms of sufficiency. On our account, then, the meanings of *cause* and *because*, rich as they are, boil down to a single notion: sufficiency.

So the previous three chapters gave an answer to the meaning question. In answering the meaning question, we have also answered the modelling question, since truth conditions are always interpreted relative to a model. And as the meanings of *cause* and *because* come down to sufficiency, our answer to the modelling question is that the kind of information we use to evaluate a sentence containing *cause* or *because* is the same information we use to determine sufficiency. In chapter 3 we saw that, with respect to a language (that is, a set of sentences) \( \mathcal{L} \), a model of sufficiency has the following components:

\[(S, \preceq, \mathcal{A}, P, \cdot | \cdot)\]
where

\((S, \leq)\) is a state space,

\(A\) is an aboutness relation between sentences and states,

\(P\) is the set of nomically possible worlds, and

\(|\cdot|\) assigns to each sentence the set of worlds where it is true.

Figure 6.1 illustrates how we have ultimately analysed the meaning of \textit{cause} and \textit{because} in terms of this model.

6.1.1 A formal model construction

In this model we assume states as primitive and construct worlds from them. Figure 6.2 illustrates the construction.

A \textit{state space} \((S, \leq)\) is a partially ordered set, the elements of which we call \textit{states}, with \(\leq\) representing parthood. We assume that every state is part of a maximal state with respect to parthood: \(\forall s \in S \exists t \in S : s \leq t \land \forall u \in S(t \leq u \Rightarrow t = u)\). We take states to represent snapshots, representing how some things stand at a moment in time. We can construct worlds from states as follows.

- A \textit{situation} is a particular instance of a state.
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Figure 6.2: The relationship between states, situations, moments and worlds.
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\caption{P is a set of worlds.}
\end{figure}
\end{center}

- A \textit{moment} is a situation that is not part of any other situation.\footnote{We define that situations inherit parthood relations from their states; that is, situation \( s_i \) is part of situation \( t_j \) just in case state \( s \) is part of state \( t \).}
- A \textit{world} is a linear order of moments.

Formally, the set of situations, moments and worlds are defined, respectively, as follows.

\[
\text{Sit} := S \times I, \text{ where } I \text{ is an arbitrary label set,}
\]
\[
M := \{ t_i \in \text{Sit} : t \leq u \text{ implies } t = u \text{ for all } u \in S \},
\]
\[
W := \{ (M', \preceq) : M' \subseteq M, \preceq \text{ is a linear order} \}.
\]

We take states to be multiply realisable while situations are particulars. We need situations since the same state may appear multiple times in a world; for example, two objects may be in the same state, or the world may exhibit recurrence (as shown by Poincaré’s 1890 celebrated recurrence theorem for dynamical systems).

6.1.2 On duration in causal models

Our representation of time specifies in what order situations occur, but not their duration. This differs from some other modelling frameworks that represent time, such as dynamical systems, which represent time with real numbers. It is always
possible to impose a measure on our notion of worlds if desired. However, the
fact that we can analyse sufficiency in terms of a model that does not specify
duration shows that to give the meaning of causal claims, representing duration is
unnecessary. Recall that, in our analysis of sufficiency from chapter 3, we needed
the order of time to distinguish between the past and future of the intervention
time. We did this since sufficiency treats the past and future differently, fixing
the past of intervention time but allowing the future to vary. We need an order,
but not duration, to distinguish the past from the future, so we need an order,
but not duration, to analyse sufficiency, and therefore the meaning of cause and
because.

Leaving out duration brings our model closer to our actual experience of the
world. We experience the passage of time directly, but not its numerical measure-
ment. (If we see two events that happen at different times, it is very easy to tell
which one happened before the other, but not the duration between them.) Our
experience of duration does not come from some absolute, Newtonian time, but
from experiencing objects in the world: seeing the sun rise and set, the seasons
change, the face of a clock, and so on. We can represent this on the present
approach by having time-keeping devices – such as the sun and clocks – in our
state space.

6.1.3 Illustrating the model construction

Here is a simple example illustrating the modelling framework, repeated from
chapter 3. Consider a switch connected to a light. When the switch is down,
the light turns on, and when the switch is up it turns off. For simplicity we will
ignore all other components, such as the wire and electricity in the building. We
will assume there is electricity, that the bulb is in working condition and so on.
We will also assume that the time is discrete and that changes take place after
one step in time. Abstracting away everything except the switch and light, our
state space is given in Figure 6.4.

The moments are the maximal elements: \[ \text{\textbullet}, \text{\textbullet}, \text{\textbullet}, \text{\textbullet}, \text{\textbullet} \]. A world is a linear order of moments. For example, Figure 6.5 illustrates a segment
from a nomically possible world.

This sequence represents, say, someone walking into a dark room and flicking
the switch. The light then turns on. On their way out, they flick the switch again
and the light turns off.

Figure 6.6 gives an example of a nomically impossible world, in which the
light flickers on and off at random.

\footnote{McHugh (2018) presents an earlier – and less developed – formalisation of nomic possibility
for this example.}
We can represent the full set of nomically possible worlds as the possible paths in Figure 6.7.

The loops show that a world where the switch is always up and the light is always off is nomically possible, as well as a world where the switch is always down and the light always on (since we are abstracting away from everything except the switch and light, we are ignoring how the system was initially set up, what happens if there is a power outage or the bulb breaks, and so on). The diagonal lines represent someone who flicks the switch at the exact same time the light changes.

We take a world to be an \textit{infinite} directed path though the figure above to represent the fact that whenever the switch is flicked, the light eventually changes. If we allowed worlds to be finite directed paths, we could have a world where the switch is flicked and then abruptly ends. This would falsify the claim that every change in the switch leads to a change in the light. If one wished to drop this claim and allow the world to abruptly end, one can simply drop the restriction to infinite paths.

\section{Partial models and model abstraction}

Research on causal models in computer science, statistics and artificial intelligence tends to take a local view, designing bespoke models from scratch for the purpose at hand (e.g. Spirtes, Glymour, and Scheines 1993, Pearl 2000). On the other hand, research in linguistics, logic and philosophy tends to take a global view (as in possible worlds semantics), beginning with a logical space – a maximally...
inclusive space of possibilities – and understanding meanings in terms of this logical space.\textsuperscript{3}

Each perspective has its pros and cons. The global view is not – and was never intended to be – psychologically plausible.\textsuperscript{4} There is just no way humans carry an exhaustive set of possible worlds in their heads. The local view promises to be more psychologically plausible: it is more concrete, since we can construct and inspect the models directly, which we cannot do for maximal objects in all their complete detail.

On the other hand, on the local view it is not immediately obvious how the various models relate to each other. Given many photos of a landscape, how do we patch them together to form a panorama? Given two models viewed from a local perspective, how do we know whether and to what extent they agree – whether they are contradictory, for example, or whether one is a special case of the other, in the sense that the truth of one implies the truth of the other?\textsuperscript{5} The global view answers these questions easily, since the single all-encompassing model serves as

\textsuperscript{3}For classic expositions of truth-conditional semantics see Davidson (1967b) and Lewis (1970b).

\textsuperscript{4}For discussions of the psychological implausibility of semantics, see Fodor, Fodor, and Garrett (1975), Partee (1979), and Johnson-Laird (1982).

\textsuperscript{5}For work addressing these questions with the framework of structural causal models, see e.g. Chalupka, Eberhardt, and Perona (2016, 2017), Rubenstein et al. (2017), Beckers and Halpern (2019), Beckers, Eberhardt, and Halpern (2020), Beckers (2021b), Geiger et al. (2021), and Otsuka and Saigo (2022).
a common forum for comparison (being contradictory means having no element in common, entailment means set inclusion, and so on).

One way to take the best of both perspectives is to provide a relation between models, stating when one is a high-level representation of another. This provides a general way to zoom in and out, allowing us to choose the level of detail as we please. The goal of this section is to define abstraction relation between the models we use in the present framework, which specify nomic possibilities and impossibilities.

To illustrate, recall our example with the switch and light. When discussing that example above, we made the simplifying assumption that the switch and light were the only things in the world: that a world was just a sequence of the states of the switch and light. Really, our model described the behaviour of a small part of the world.

In our model construction we defined a world to be a linear order of moments, i.e. maximal situations with respect to parthood. If we relax the maximality requirement, we get a partial version of worlds, which we call *paths*.

6.2.1. Definition (Path). A path is a linearly ordered set of situations.

Every world is a path, but some paths are not worlds. For example, given a state space whose situations include more than just the switch and light, Figure 6.5 depicts a path but not a world.

A path describes how some things change through time. Sometimes we wish to ignore some of those changes. To illustrate, suppose that while the light was on, there was a noise. Figure 6.8 represents the sequence of states of the switch and the light above, expanded to specify whether or not there was noise.

![Figure 6.8](image)

We may wish to ignore the noise, to concentrate solely on the relationship between the switch and light. The changes in noise do not matter. To abstract away from the noise, we introduce an equivalence relation over situations, where states are equivalent just in case they are adjacent and differ only in whether or not there is noise. Formally, adjacency means we require that the equivalence relation be *temporally convex*: if $s$ is equivalent to $t$ then any situations between $s$ and $t$ in time are also equivalent to $s$ and $t$. Convex equivalence relations partition paths into non-empty intervals (where an interval is a convex set of situations: for a set of situations $I$ is an interval just in case for all situations $s, t, u$, if $s$ and $u$ are in $I$ and $s \leq t \leq u$ then $t$ is also in $I$), as shown in Figure 6.9.
Where \( p = (A, \preceq) \) is a path, its partition by an equivalence relation \( \sim \), denoted \( p/\sim = (S/\sim, \preceq/\sim) \) is defined as usual.\(^6\)

We would now like to define an abstraction relation between paths, specifying when one path is an abstraction of another; in other words, when one path can be seen as a high-level description of a low-level path. Formally, we can achieve this by taking the equivalent states to represent a single state; that is, taking their equivalence classes of situations.

How do we decide whether a high level path \( h \) is an abstraction of a low-level path \( l \)?

6.2.2. Definition (Path abstraction). Given a state space \((S, \preceq)\), path \( h = (S_h, \preceq_h) \) is an abstraction of path \( l = (S_l, \preceq_l) \) with respect to \((S, \preceq)\) just in case there are \( \sim \subseteq S_l \times S_l \) and \( f : l/\sim \to h \) such that

- \( \sim \) is a temporally convex equivalence relation
- \( f \) is an order isomorphism
- \( f([s]) \preceq s \) for all \( s \in S_l \).

Let us say that \( l \) is a refinement of \( h \) just in case \( h \) is an abstraction of \( l \).

Figure 6.10 illustrates that our original path without the noise is an abstraction of the path with the noise.

Informally, a high-level path is an abstraction of a low-level path just in case there is a way of partitioning the low-level path into intervals and a way of matching each interval with a high-level state. The order isomorphism condition

\(^6\)That is, we let \([s] = \{ t \in S : s \sim t \}\) denote the equivalence class of \( s \), i.e. the set of states equivalent to \( s \). We then define \( A_{\sim} = \{ [s] : s \in A \}\) to be the set of equivalence classes of situations in \( A \), and temporal succession is given by \([s] \preceq/\sim [t]\) just in case \( s' \preceq l' \) for some \( s' \in [s] \) and \( l' \in [t] \).
ensures that the matching is one-to-one and respects the order of time. The third condition, \( f([s]) \leq s \), says that every high-level state is part of its associated low-level states; in other words, when we move from the low-level to the high-level, we do not add new information.

It is clear that the abstraction relation is reflexive and transitive, and hence that refinement, as the converse of abstraction, is also reflexive and transitive.

When one thinks of abstraction, it is natural to think of equivalence relations. However, there is an alternative way to define path abstraction, which is mathematically simpler since it relates paths directly without needing to pass through partitions.

6.2.3. Definition (Abstraction function). Given a state space \((S, \leq)\) and paths \(l = (S_l, \preceq_l)\) and \(h = (S_h, \preceq_h)\), \(f : S_l \to S_h\) is an abstraction function with respect to \((S, \leq)\) just in case it is

- surjective, for all \(t \in S_h\), \(t = f(s)\) for some \(s \in S_l\)
- order-preserving, if \(s \preceq_l s'\) then \(f(s) \preceq_h f(s')\), for all \(s, s' \in S_l\)
- and does not add new parts.

It is straightforward to show that \(h\) is an abstraction of \(l\) in the sense of Definition 6.2.2 just in case there is an abstraction function from \(l\) to \(h\).

6.2.1 Examples of abstractions

We experience the world as continuous in time, but we often describe it in terms of discrete changes; saying, for example that the switch is flicked, then the light turns on, ignoring the perhaps infinitely many times when the charge was propagating through the wire. It is clearly useful to be able to abstract away from time’s continuity and describe things discretely.

This abstraction from dense time to discrete time falls under the notion of abstraction we have just defined. For example, Figure 6.11 illustrates the switch and light in dense time.

![Figure 6.11: The switch and light in dense time. □ denotes that the switch is up, ■ that it is down, □ that the light is off and ■ that it is on.](image)

We can partition the dense intervals into discrete intervals, as in Figure 6.12.

This shows that the discrete path is an abstraction of the dense path, according to our definition of abstraction.

---

7Given \(\sim\) and \(f : l/\sim \to h\) we take the abstraction function \(g\) with \(g(s) = f([s])\); vice versa we do the same and take \(s \sim s'\) just in case \(g(s) = g(s')\).
We can also abstract away intermediate processes; for example, the electricity in the wire between the switch and light, as shown in Figure 6.13.

Figure 6.13: Abstracting away intermediate processes.

6.2.2 The interaction between abstraction and possibility

It is a general principle that the micro entails the macro. This principle can be expressed in many ways. Whenever a state is actual, all of its parts are actual too. Low-level descriptions entail their high-level counterparts: $x$ is scarlet implies $x$ is red; $x$ is a whale implies $x$ is a mammal. In biological taxonomy, if two organisms are in the same species, they are in the same genus. In statistical mechanics, whenever a system is in microstate $s$ it is also in each of the macrostates associated with $s$. The presence of the token implies the presence of the type, and so on.

There is a corresponding principle for paths, which I take to be true: whenever a path is actual, so are its abstractions.

**The micro-to-macro actuality principle.**

If a path is actual, its abstractions are actual too.

To illustrate, consider the path with noise. If the world moved through the transitions described by the low-level path, it also moved through the transitions described by its abstraction.

---

8The example of abstracting away intermediate processes is also discussed by Rubenstein et al. (2017) in the context of structural equation models.
The micro-to-macro actuality principle implies, by contraposition, whenever a path is not actual, none of its refinements are too. If the world did not move through the transitions described by the high-level path, it also did not move through the transitions described by the low-level path.

This principle has consequences not only concerning when a path is actual, but modal consequences concerning when a path is possible. The micro-to-macro actuality principle implies the corresponding principle for possibility:

**The micro-to-macro possibility principle.**

If a path is nomically possible, its abstractions are nomically possible too.

Figure 6.14 illustrates these implications.

\[\text{Figure 6.14}\]

The possibility of the low-level path implies the possibility of high-level path.

The impossibility of the high-level path implies the impossibility of the low-level path.

Let’s how the former principle implies the latter. Suppose path \(p\) is nomically possible. This is is equivalent to saying that it is nomically possible for \(p\) to be actual – that there is a nomically possible world \(w\) where \(p\) is actual. Then by the micro-to-macro actuality principle, every abstraction \(q\) of \(p\) is also actual at \(w\). So there is a nomically possible world where \(q\) is actual; that is, \(q\) is nomically possible.

In symbols, this reasoning is an instance of \(\Box(\varphi \rightarrow \psi) \rightarrow (\Diamond \varphi \rightarrow \Diamond \psi)\), a theorem of every normal modal logic. So for any abstraction \(q\) of \(p\), and in every normal modal logic, we have the following implications.

\[
\begin{align*}
\vdash & \text{actual}(p) \rightarrow \text{actual}(q) \quad \text{(micro-to-macro actuality principle)} \\
\Rightarrow & \vdash \Box(\text{actual}(p) \rightarrow \text{actual}(q)) \quad \text{(necessitation)} \\
\Rightarrow & \vdash \Diamond \text{actual}(p) \rightarrow \Diamond \text{actual}(q) \quad (\vdash \Box(\varphi \rightarrow \psi) \rightarrow (\Diamond \varphi \rightarrow \Diamond \psi))
\end{align*}
\]

Since possible actuality is equivalent to possibility, \(\Diamond \text{actual}(p)\) is equivalent to \(p \in P\). What we have shown, then, is that assuming nomic possibility is a normal modality – which intuitively, it is – the micro-to-macro actuality principle implies the micro-to-macro possibility principle.

For any path \(p\), let \(\uparrow p\) be the set of its abstractions and \(\downarrow p\) the set of its refinements (the notation is chosen to suggest that \(\uparrow p\) contains the high-level
representations of \( p \) and \( \downarrow p \) the low-level representations of \( p \)). And for any set of paths \( X \), let \( \uparrow X \) denote the set of abstractions of paths in \( X \) and \( \downarrow X \) the set of refinements of paths in \( X \).

\[
\uparrow X = \bigcup_{p \in X} \uparrow p \quad \text{ and } \quad \downarrow X = \bigcup_{p \in X} \downarrow p
\]

Since the abstraction and refinement relations are both reflexive and transitive, \( \uparrow X \) is also the closure of \( X \) under abstraction and \( \downarrow X \) the closure of \( X \) under refinements. That is, \( \uparrow X \) is the smallest superset \( Y \) of \( X \) such that for every path in \( Y \), its abstractions are also in \( Y \); similarly for \( \uparrow X \) and refinements.

### 6.2.3 Partial models of nomic possibility

At the beginning of this chapter we took a model to specify which worlds are nomically possible and which are nomically impossible. The classification was exhaustive: a model decides for every world whether it is nomically possible (in \( P \)) or nomically impossible (not in \( P \)). In the partial setting, we instead specify which paths, rather than worlds, are nomically possible and which are impossible. We may wish to leave the status of some paths undecided. So we need two sets: a set of nomically possible paths and a set of nomically impossible paths. Let us denote these as \( P^+ \) and \( P^- \), respectively.

#### 6.2.4 Definition (Partial model).

A **partial model** (of the nomic possibilities) is a pair \((P^+, P^-)\) where \( P^+ \) and \( P^- \) are sets of paths.

As we have seen, partial models of nomic possibility have consequences beyond the paths in \( P^+ \) and \( P^- \). A path is nomically possible according to \( P = (P^+, P^-) \) just in case it is the abstraction of a path in \( P^+ \), and a path is nomically impossible according to \( P \) just in case it is the refinement of a path in \( P^- \). That is, for any partial model \( P \), \( \uparrow P^+ \) is the set of paths that are possible according to \( P \) and \( \downarrow P^- \) is the set of paths that are impossible according to \( P \).

From this we define what it means for two partial models to be incompatible. They are incompatible just in case there is a path that is possible according to one and impossible according to the other.

#### 6.2.5 Definition (Compatibility and consistency of partial models).

Partial models \( P = (P^+, P^-) \) and \( Q = (Q^+, Q^-) \) are **compatible** just in case

\[
\uparrow P^+ \cap \downarrow Q^- = \emptyset \quad \text{ and } \quad \downarrow P^- \cap \uparrow Q^+ = \emptyset.
\]

\( P \) is **consistent** just in case \( \uparrow P^+ \cap \downarrow P^- = \emptyset \). Equivalently, \( P \) is consistent just in case it is compatible with itself.
We can also define an abstraction relation over partial models. Intuitively, a partial model $P$ is an abstraction of a partial model $Q$ just in case every path that is possible according to $P$ is possible according to $Q$ and every path that is impossible according to $P$ is impossible according to $Q$.

6.2.6. **Definition** (Partial model abstraction and refinement). For any partial models $P = (P^+, P^-)$ and $Q = (Q^+, Q^-)$, $P$ is an abstraction of $Q$ just in case

$$\uparrow P^+ \subseteq \uparrow Q^+ \quad \text{and} \quad \downarrow P^- \subseteq \downarrow Q^-.$$ 

We say $Q$ is a refinement of $P$ just in case $P$ is an abstraction of $Q$.

Our definition of partial model refinement is analogous to the definition of refinement from three-valued logic. In that context, a valuation is a partial function from atomic sentences to the values true and false, and a valuation $v$ refines a valuation $u$ just in case every atomic sentence that is true in $u$ is true in $v$ and every atomic sentence that is false in $u$ is false in $v$.

Since $\uparrow Q^+$ is closed under abstraction, $\uparrow P^+ \subseteq \uparrow Q^+$ is equivalent to $P^+ \subseteq \uparrow Q^+$; likewise, since $\downarrow Q^-$ is closed under refinement, $\uparrow P^- \subseteq \downarrow Q^-$ is equivalent to $P^- \subseteq \downarrow Q^-$. So we can give the following simpler understanding of model abstraction:

6.2.7. **Fact.** $P = (P^+, P^-)$ is an abstraction of $Q = (Q^+, Q^-)$ just in case

- every path in $P^+$ is an abstraction of a path in $Q^+$, and
- every path in $P^-$ is a refinement of a path in $Q^-$. 

There is an interaction between consistency and abstraction:

6.2.8. **Fact.** If a partial model is consistent, its abstractions are consistent too. Equivalently, if a partial model is inconsistent, its refinements are inconsistent.

In other words, consistency is preserved ‘upward’ and inconsistency is preserved ‘downward’. This follows from the fact, illustrated on the right, for any sets $A$ and $B$ and subsets $A' \subseteq A$ and $B' \subseteq B$, if $A$ and $B$ are disjoint then so are $A'$ and $B'$.

There is also the following interaction between compatibility and abstraction:

6.2.9. **Fact.** If a partial model is consistent, it is compatible with all of its abstractions. And if it is inconsistent, it is incompatible with all of its refinements.

---

9Refinement sometimes goes by other names in the literature on three-valued logic: Fine (1975b:268) writes that $v$ extends $u$, Priest (2008:133) that $v$ is a resolution of $u$. 
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Here is a final remark before we move on. Let us say that a partial model $P = (P^+, P^-)$ is exhaustive just in case every path is in $\uparrow P^+$ or $\downarrow P^-$. That is, a partial model is exhaustive just in case it decides the status of every path: every path is either possible according to $P$ or impossible according to $P$. It follows immediately that for consistent and exhaustive models, compatibility and refinement coincide.

6.2.10. Fact. For any partial models $P = (P^+, P^-)$ and $Q = (Q^+, Q^-)$, if $P$ is consistent and exhaustive then $P$ is compatible with $Q$ just in case $P$ refines $Q$.

To illustrate our definition of model abstraction, recall the model of the switch and light from Figure 6.7, where every infinite path through the figure that follows the arrows is nomically possible, and every infinite path through the figure that does not follow the arrows is nomically impossible. Similarly, Figure 6.16 depicts the nomic possibilities and impossibilities for the switch, light, and noise. The noise is independent of the switch and light, in the sense that it can change freely. As before, an infinite path through the Figure is nomically possible just in case it always follows the arrows.

Let $SL = (SL^+, SL^-)$ be the possibilities and impossibilities, respectively, of the switch-light model in Figure 6.15, and $SLN = (SLN^+, SLN^-)$ those of the switch-light-noise model in Figure 6.16. Notice that the two figures contain different paths: the sets of possibilities $SL^+$ and $SLN^+$ are disjoint, similarly for the impossibilities $SL^-$ and $SLN^-$. This illustrates the importance of closing the set of possibilities under abstraction and the set of impossibilities under refinements. Every possibility for $SL$ is a possibility for $SLN$, since every path in $SL^+$ is an abstraction of a path in $SLN^+$. Conversely, every impossibility for $SLN$ is an impossibility for $SL$, since every path in $SLN^-$ is a refinement of a path in $SL^-$. So $(SL^+, SL^-)$ is an abstraction of $(SLN^+, SLN^-)$.

Now, there is a clear sense in which the switch-light-noise model ‘entails’ the switch-light model. Whenever the switch-light-noise model is a correct description of the nomic possibilities, the switch-light model is too.

However, our definition of partial model abstraction in Definition 6.2.6 does not capture this: $SL$ is not an abstraction of $SLN$, since $SL^- \nsubseteq \downarrow SLN^-$. For example, the path on the right is in $SL^-$, but since $SL$ describes paths at a higher level than $SLN$, this path is not the refinement of any path in $SLN^-$. The problem, generally speaking, is that model abstraction is represented by inclusion of both possibilities and impossibilities, and as we have seen, possibility and impossibility have different monotonicity properties: possibility is upwards closed (closed under abstraction) while impossibility is downwards closed (closed under refinement). Requiring inclusion of both possibility and impossibility results in non-monotonicity. The result is that, given a model containing high-level
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Figure 6.15: A world is nomically possible just in case it is an infinite directed path through the figure above.

Figure 6.16: The signal and the noise.
paths and model containing low-level paths, in general the high-level model will not be an abstraction of the low-level model.

We can rectify this situation by taking a global perspective, understanding abstraction with respect to worlds rather than paths. Recall that a path is a linear order of situations, while a world is a linear order of maximal situations. In our model construction from the beginning of this chapter a model specified which worlds are nomically possible. We can extend this to a classification over all paths in a straightforward way. Given the set of nomically possible worlds, a path is nomically possible just in case it is the abstraction of a nomically possible world. Where \( WM \subseteq W \) is a set of worlds, let us call \( WM \) a world model. Every world model \( WM \) generates a partial model \((\uparrow WM, \uparrow WM)\), where \( \uparrow WM \) is the set of paths not in \( \uparrow WM \).

6.2.11. Definition. For any partial model \( P = (P^+, P^-) \) and world model \( WM \), \( P \) is an abstraction of \( WM \) just in case \( P \) is an abstraction of \((\uparrow WM, \uparrow WM)\). And \( P \) is compatible with \( WM \) just in case it is compatible with \((\uparrow WM, \uparrow WM)\).

As usual, we say \( WM \) refines \( P \) just in case \( P \) is an abstraction of \( WM \).

Equivalently, \( P \) is an abstraction of \((\uparrow WM, \uparrow WM)\) just in case every path in \( P^+ \) is the abstraction of a world in \( WM \), and no path in \( P^- \) is the abstraction of a world in \( WM \).

We can then define a notion of entailment between partial models as follows.

6.2.12. Definition. For any partial models \( P \) and \( Q \), \( P \) entails \( Q \) just in case every world model that refines \( P \) refines \( Q \).

That is, \( P \) entails \( Q \) just in case for any world model \( WM \), if every path in \( P^+ \) is the abstraction of a world in \( WM \) and no path in \( P^- \) is, then every path in \( Q^+ \) is the abstraction of a world in \( WM \) and no path in \( Q^- \) is.

We may equivalently define model entailment in terms of compatibility:

6.2.13. Fact. For any partial models \( P \) and \( Q \), \( P \) entails \( Q \) just in case every world model compatible with \( P \) is compatible with \( Q \).

This holds since for any world model \( WM \), the partial model generated by \( WM \), \((\uparrow WM, \uparrow WM)\), is consistent and exhaustive, so by Fact 6.2.10, any world model refines a partial model \( P \) just in case it is compatible with \( P \).

Our definition of partial model entailment bears an obvious resemblance to the standard notion between propositions, whereby one proposition entails the other just in case in every world where the first is true, the second is also true. Indeed, it is natural to give the following definition.

6.2.14. Definition (Truth at a world model). A partial model \( P \) is true at a world model \( WM \) just in case \( P \) is an abstraction of \( WM \).
That is, \( P \) is true at \( WM \) just in case every path that is possible according to \( P \) is possible according to \( WM \), and every path that is impossible is possible according to \( P \) is impossible according to \( WM \). Then \( P \) entails \( Q \) just in case every world model where \( P \) is true, \( Q \) is true. This formalises what it means for the truth of one model to imply the truth of another. In other words, \( P \) entails \( Q \) just in case whenever \( P \) is a true description of the nomic possibilities, \( Q \) is too. For example:

6.2.15. **Fact.** The switch-light-noise model entails the switch-light model.

**Proof.** Pick any world model \( WM \) that refines the switch-light-and-noise model. Then \( SLN^+ \subseteq \uparrow WM \) and \( SLN^- \subseteq \uparrow WM \). To show that \( WM \) refines the switch-and-light model, we have to show (i) \( SL^+ \subseteq \uparrow WM \) and (ii) \( SL^- \subseteq \uparrow WM \).

(i) Note that every possible path in the switch and light model is an abstraction of a possible path in the switch-light-and-noise model: \( SL^+ \subseteq \uparrow SLN^+ \). And since \( \uparrow WM \) is closed under abstraction, \( SLN^+ \subseteq \uparrow WM \) is equivalent to \( \uparrow SLN^+ \subseteq \uparrow WM \).

Thus \( SL^+ \subseteq \uparrow SLN^+ \subseteq \uparrow WM \).

(ii) This follows from the fact that \((\ast)\) every world that refines a path in \( SL^- \) refines a path in \( SLN^- \). To show that \( SL^- \subseteq \uparrow WM \), pick any path \( p \in SL^- \) and suppose for reductio that \( p \in \uparrow WM \). Then some world \( w \) refines \( p \), so by \((\ast)\), \( w \) refines some path in \( SLN^- \). So \( q \in \uparrow WM \). But since \( SLN^- \subseteq \uparrow WM \), \( q \in \uparrow WM \), contradicting \( q \in \uparrow WM \). Hence \( p \notin \uparrow WM \), that is, \( p \in \uparrow WM \), as required. \( \Box \)

As we saw above, the switch-light model is not an abstraction of the switch-light-noise model. This is because the switch-light model operates at a higher level than the model with noise: the paths of the higher model are not refinements of the paths of the lower model. Abstraction therefore misses out on an important relationship between the two models. Our definition of entailment solves this issue. The key to the result that the switch-light-noise model entails the switch-light model is that every world that refines a path in the switch-light model also refines a path in the switch-light-noise model. This follows from the fact that the switch-light-noise model describes all the possible states of the switch, light and noise. As worlds are linear orders of maximal situations, every situation in a world \( w \) will decide the status of the switch, light and noise, and \( w \) will therefore be the refinement of some path in the switch-light-noise model.

Conversely, the switch-light model does not entail the switch-light-noise model. This is because the latter asserts more possibilities than the former. For example, a world model where it is impossible for the noise to turn on is compatible with the switch-light model but not with the switch-light-noise model.

**6.2.4 A global view**

At the beginning of this section we mentioned that logic, linguistics and philosophy often take what we called a ‘global’ view. For example, in possible worlds
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semantics one typically begins with a set of worlds – a maximally inclusive space of possibilities – and understands meanings in terms of this logical space. We mentioned that one advantage of this view is that the single all-encompassing model serves as a common forum in which all meanings can be compared.

The goal of this section is to show that we can take a global perspective on the present framework, and thereby inherit its benefits. In standard possible worlds semantics worlds are taken to be maximal and consistent points of evaluation. The analogue in our case is a consistent and complete specification of the nomic possibilities – what we will call a full model.

6.2.16. Definition (Full model). A full model is a pair $M = (M^+, M^-)$, where $M^+$ and $M^-$ are sets of paths, that is exhaustive and consistent: every path is in $\uparrow M^+$ or $\downarrow M^-$ and no path is in both.

A full model is a kind of partial model, one that is consistent and determines for each path whether it is nomically possible or impossible.

In possible worlds semantics one represents the meaning of a declarative sentence as the set of worlds where it is true. Similarly, we can think of a partial model as a kind of assertion: it asserts that some paths are nomically possible and others are nomically impossible. What does it mean for a partial model to be true at a full model? There is a natural answer: a partial model $P$ is true at a full model $M$ just in case it agrees with $M$ on the nomic possibilities and impossibilities: every path that is possible according to $P$ is possible according to $M$, and every path that is impossible according to $P$ is impossible according to $M$; in other words, $M$ refines $P$. And just as we think of the proposition expressed by an assertion as the set of worlds where the assertion is true, we may think of the proposition expressed by a partial model as the set of full models where it is true: for any partial model $P$, let $|P|$ be the set of full models that refine $P$. Then $P$ is true in $M$ just in case $M \in |P|$.

6.2.17. Definition (Truth at a full model). A partial model $P$ is true at a full model $M$ just in case $M$ refines $P$. Let $|P|$ denote the set of full models where $P$ is true.

We noted above that refinement can be viewed as a kind of entailment. In possible worlds semantics one defines entailment in terms of inclusion: $A$ entails $B$ just in case every world where $A$ is true, $B$ is true too. One can treat refinement in an analogous way, as shown by the following.

6.2.18. Proposition. For any partial models $P$ and $Q$,

$$|P| \subseteq |Q| \quad \text{if and only if} \quad P \text{ refines } Q, \text{ or } P \text{ is inconsistent.}$$

Proof. Let $P = (P^+, P^-)$ and $Q = (Q^+, Q^-)$ be partial models. ($\Rightarrow$) Suppose $|P| \subseteq |Q|$ and that $P$ is consistent. Consider $M = (\uparrow P^+, \uparrow P^-)$ and $N = (\downarrow P^-, \downarrow P^-)$. Then $M$ and $N$ are full models because $P$ is consistent and $|P| \subseteq |Q|$. Since $M$ refines $P$ and $N$ refines $P$, we have $M \in |P|$ and $N \in |P|$. Thus $|P|$ contains all full models that refine $P$, and therefore $|P| \subseteq |Q|$. ($\Leftarrow$) Suppose $P$ refines $Q$ or $P$ is inconsistent. Then $|P|$ contains all full models that refine $P$, and therefore $|P| \subseteq |Q|$.
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It may be surprising to see a state like \( \text{on} \) \( \text{off} \) in a nomically possible world, where the switch has been flipped down but the light is still off. This state violates the \( P^- \), where \( \overline{X} \) is the set of paths not in \( X \). Clearly, \( M \) and \( N \) are full models (consistent and exhaustive). We show that \( M \) refines \( P \), that is, \( \uparrow P^+ \subseteq \uparrow \uparrow P^+ \) and \( \downarrow P^- \subseteq \downarrow(\uparrow \uparrow P^+) \). The first inclusion is immediate. To show the second, pick any \( p \in \downarrow P^- \), i.e. \( p \) refines some \( p' \in P^- \). Since \( P \) is consistent, \( p' \not\in P^+ \), i.e. \( p' \in \overline{P}^+ \), so \( p \in \downarrow(\uparrow \uparrow P^+) \), as required. One similarly shows that \( N \) refines \( P \).

Hence \( M, N \in |P| \), so \( M, N \in |Q| \). Since \( M \) refines \( Q \), \( \uparrow Q^+ \subseteq \uparrow \uparrow P^+ = \uparrow P^+ \) and since \( N \) refines \( Q \), \( \downarrow Q^- \subseteq \downarrow P^- = \downarrow P^- \). Hence \( P \) refines \( Q \).

(\( \Leftarrow \)) Suppose that if \( P \) is consistent, \( P \) refines \( Q \). If \( P \) is inconsistent, by Fact 6.2.8 all of its refinements are inconsistent too. Since full models are consistent by definition, \( |P| = \emptyset \), so vacuously \( |P| \subseteq |Q| \). Now suppose \( P \) is consistent. Then \( P \) refines \( Q \). Since refinement is transitive, every model that refines \( P \) refines \( Q \). A fortiori, every full model that refines \( P \) refines \( Q \): \( |P| \subseteq |Q| \).

Proposition 6.2.18 builds a bridge between a local perspective, which compares two partial models directly using refinement, and a global perspective, which compares them in terms of the set of full models.

It also shows that partial models inhabit the same mathematical structure as propositions in possible worlds semantics, that of a Boolean algebra. To see this, let us say that two partial models \( P \) and \( Q \) are equivalent just in case, if they are consistent, then they agree on which paths are nomically possible and which are nomically impossible: \( \uparrow P^+ = \uparrow Q^+ \) and \( \downarrow P^- = \downarrow Q^- \). Then Proposition 6.2.18 shows that the class of partial models, identified up to equivalence, forms a Boolean algebra with the order given by \( P \leq Q \) just in case if \( P \) is consistent, \( P \) refines \( Q \). The top element in the algebra represents the trivial model where \( P^+ \) and \( P^- \) are both empty, \( (\emptyset, \emptyset) \), which does not decide the status of any paths, while the bottom element represents the inconsistent models.

In our model construction from beginning of this chapter we took a model to specify which worlds are nomically possible and which are nomically impossible. This can be naturally extended to a full model, determining for every path whether it is possible or impossible: we say that a path is nomically possible just in case it is the abstraction of a nomically possible world. In this way, given the set \( P \) of nomically possible worlds, \( P \) generates a full model \( (\uparrow P, \uparrow \overline{P}) \), where \( \overline{P} \) is the set of paths not in \( \uparrow P \), and we may say that a partial model \( Q \) is true according to \( P \) just in case it is true according to the full model generated by \( P \).

This completes our demonstration that we can recreate the global view popular in logic, linguistics and philosophy within the present framework.
claim that the light is off if and only if the switch is up. But that claim is only true when the system is in equilibrium. A state where the switch has been flicked and the light has not yet changed is perfectly possible. It takes some time for the light to turn on after the switch has been flicked. There is nothing unlawful about non-equilibrium states. We experience such states all the time, even if only briefly. Such states play an essential role in representing causal asymmetry. They show that a change in the switch must lead to a change in the light, but a change in the light need not lead to a change in the switch.

To illustrate, consider a model where the roles of the switch and light are reversed: a change in the light must lead to a change in the switch, but a change in the switch need not lead to a change in the light. What results is a very different model, one that does not represent the actual behavior of the switch and light at all. This is illustrated Figure 6.17.

But now imagine we ignored the states where the switch has been flicked and the light has yet to change; in other words, suppose our model contains only states where \( L \leftrightarrow S \) is true: the light is on if and only if the switch is up. The difference between the correct model and the incorrect reversed model vanishes.

This illustrates how states where the cause has occurred but the effect is yet to occur play an crucial role in representing causal asymmetry. More generally, representing causal asymmetry makes essential appeal to the asymmetry of time.

### 6.3.1 The asymmetry of cause

Now, this by itself does not derive the fact that the verb *cause* is asymmetric, in the sense that whenever \( C \) cause \( E \) is true, \( E \) cause \( C \) is false. For this we need to look to the meaning of *cause*. On our account, the asymmetry of *cause* follows from two facts concerning the notion of production used by *cause* (namely, using proper chains; see section 5.4). Causation entails production\(_{\text{proper}}\), and production\(_{\text{proper}}\) is asymmetric: whenever \( C \) produced\(_{\text{proper}}\) \( E \), \( E \) did not produce\(_{\text{proper}}\) \( C \), so we have the following implications.

\[
C \text{ cause } E \Rightarrow C \text{ produce}_{\text{proper}} E \Rightarrow \neg(E \text{ produce}_{\text{proper}} C) \Rightarrow \neg(E \text{ cause } C)
\]

As we discussed in chapter 3, proper production is asymmetric since it requires chains that move forward in time (unlike the notion of production used by *because*, which is improper). Thus \( C \text{ produce}_{\text{proper}} E \) implies that \( C \) occurred before \( E \). Then by the asymmetry of time, \( E \) did not occur before \( C \), so \( E \text{ produce}_{\text{proper}} C \) is false.

### 6.3.2 Alleged cases of simultaneous causation

The present framework uses the asymmetry of time to model causal asymmetry. Such an account faces alleged cases of simultaneous causation (Gasking 1955,
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Figure 6.17: If we restrict to states where the light is on if and only if the switch is up, the original and reversed model become equivalent – the causal asymmetry between the switch and the light disappears.

Taylor (1966, Brand 1979, Brody 1980). Taylor (1966) considers a trailer hitched to a car, arguing that “They move together, and in no sense is the motion of one temporally followed by the motion of the other.” Brand (1979:272–273) observes that Jack going down on a seesaw causes Mary to go up at the same time. Brody (1980) imagines compressing a sealed container, which increases the pressure inside. The decrease in volume causes the increase in pressure, but according to Brody the changes happen at the same time.

Kline (1980) responds that these are not cases of simultaneous causation, which I agree with. A delay between cause and effect becomes apparent once we inspect the physical make up of the scenarios. For example, the car and trailer are held together by electromagnetic forces, which cannot propagate faster than the speed of light, leading to a delay between the car moving and the trailer following. If the trailer were instead pulling the car, the forces would propagate
in the opposite direction. The same applies to the seesaw. Brand imagines the seesaw to be a perfectly rigid body, which is impossible. About the pressure example, Kline writes,

we tend to think that the relations between [volume] and [pressure] are instantaneous. However, ... the gas laws are intended as descriptions of gases in equilibrium. They are not to be taken as describing processes. ... Once a change in the volume occurs it is some time until the gas reaches equilibrium and is correctly described by [the ideal gas law, \( PV = NRT \)].

We can begin to see our way clear of this problem if we consider the behavior of gases from a molecular point of view. ... Pressure is defined as force per unit area. ... The pressure will increase at different points on the container at different times. This is one reason why the gas laws are restricted to equilibrium states – a point after the change when the pressure, temperature, etc. are uniform.

(Kline 1980:296–97)

The increase in pressure begins where the container is compressed and propagates in time.

One may reply that, even though simultaneous causation is not possible given the current laws of physics, it is possible in other worlds with different laws, and since we would like our analysis of causation to apply no matter what the laws happen to be, our analysis should be compatible with simultaneous causation.

This reply assumes that in a world where the laws are different, we would still accept the same causal claims; say, that change in volume caused the change in pressure and not vice versa. That is not guaranteed. It is universally agreed that causal relations depend on the laws. The present account of the meaning of cause and because reflects this since their truth requires sufficiency, which depends on the nomic possibilities. We do not have a reliable way of knowing what causal claims we would accept in a world with different laws – say, in a world with perfectly rigid bodies – since all of our experience comes from objects governed by the actual laws. We may ask each other to imagine a perfectly rigid body, but when imagining the scenario are likely importing assumptions from our intuitive physics, one that is steeped in our experience with the actual laws.

6.3.3 Kim’s cases

Here is a second, more challenging alleged case of simultaneous causation, inspired by Kim (1973, 1974).

(1) a. The birth of my niece caused me to become an uncle.
   b. Socrates dying caused Xanthippe to become a widow.
Kim (1973) states that “My becoming an uncle was determined by, was dependent on, the birth of the child, but was not a causal effect of it”. Kim (1974:49) even argues that nothing at all is a cause of Xanthippe becoming a widow. Sartorio (2006) agrees that Xanthippe’s widowhood was not caused by Socrates’ death.

That being said, to my ear the sentences in (1) sound quite good. Regardless whether one thinks this should count as a case of causation, we would like to account for the acceptability of (1).

A second datum is that there is a stark contrast between (1) and the reverse claims, which are clearly unacceptable.

(2) a. Me becoming an uncle caused the birth of my niece.
   b. Xanthippe becoming a widow caused Socrates to die.

At first glance it seems hard to account for the contrast between (1) and (2) using temporal asymmetry. For it is plausible to say that Socrates died at the exact same time Xanthippe became a widow. How then can we account for the acceptability of (1) and unacceptability of (2) on the present account?

Here we will only focus on (1b) and (2b). Our account can be easily extended to account for the contrast between (1a) and (2a).

I believe we can account for them when we attend to the temporal structure of events. Thankfully there has been a great deal of work on this topic in semantics. To analyse these cases in particular, we have to clarify the temporal semantics of the verbs *die* and *become*. According to Vendler (1957), *die* and *become* are both achievements (yes, in linguistics to die is classed as an achievement!). A prominent idea is that achievements denote culminations – instantaneous endpoints – of events.10 For example, *die* denotes the culmination of the event of dying.

Piñón (1997) argues that achievements may also denote beginnings, as shown by verbs such as *reach* (as in *reach the summit*) and *recognize*: “Take recognize: it plausibly denotes beginnings of states of recognizing. Accordingly, if Anita suddenly recognizes Peter, then there is a beginning of a state in which she recognizes him” (Piñón 1997:277). I agree with Piñón’s analysis. The verb *become* is a clear case of an achievement that denotes the beginning of a state: *become a widow* denotes the beginning of the state of being a widow.

It is standardly assumed that achievements denote instants. Vendler (1957) writes that achievements “occur at a single moment”. Following Piñón (1997), let us therefore assume that beginning achievements (such as *become a widow*) occur at the left boundary of their associated eventuality and ending achievements (such as *die*) occur at the right boundary of their associated eventuality. Formally, for any interval (i.e. dense set of time points) $I$, we define the left boundary of $I$ to be its greatest lower bound: the latest time that is earlier than or equal to every time in $I$. Similarly, we define the right boundary of $I$ to be its least upper bound:

---

10See e.g. Moens and Steedman (1988), Binnick (1991:195) and Kamp and Reyle (1993:§5.3.2).
the earliest time that is later than or equal to every time in \( I \). This implies that for any intervals \([t, t']\), \([t, t')\), \((t, t']\) and \((t, t')\), their left boundary is \( t \) and their right boundary is \( t' \), which seems reasonable.

There are therefore two relevant eventualities involved in analysing the sentence, \textit{Socrates dying caused Xanthippe to become a widow}: the event of Socrates dying, and the state of Xanthippe being a widow. Our task now is to understand the temporal relation between them. It is plausible to assume that they do not overlap. There is no time at which Socrates is in the process of dying and Xanthippe is a widow. There also does not appear to be any time strictly between these eventualities. Once Socrates is dead Xanthippe is immediately a widow.

These two observations – no temporal overlap between the two eventualities but also no time strictly between them – leave two possibilities: where \( d \) is the runtime of Socrates’ death and \( w \) the runtime of the state of Xanthippe’s widowhood, we can have (i) \( d \) is closed to the right and \( w \) is open on the left, or (ii) \( d \) is open to the right and \( w \) is closed to the left. In either case we predict that Socrates died at the same time that Xanthippe became a widow. This is the intuitively correct result. What is perhaps surprising is that holds even though the two associated eventualities (the event of Socrates’ dying and the state of Xanthippe’s widowhood) in fact do not overlap in time. There is also a temporal asymmetry between the two: the event of Socrates’ dying precedes the state of Xanthippe being a widow. This is illustrated in Figure 6.18 with case (i).

![Figure 6.18](image)

We will exploit this temporal asymmetry to account for the acceptability of (1) and unacceptability of (2). \( C \) \textit{cause} \( E \) entails that \( C \) \textit{produced} \( E \). Given our analysis of production from chapter 3, \( C \) \textit{produced} \( E \) just in case there is a proper chain of proposition–time pairs such that each proposition not being true at that time is sufficient for the next proposition to not be true at its time. To check sufficiency we remove the part of the world the event the proposition is about while holding the past of that event fixed.

While Socrates died at exactly the same time Xanthippe became a widow, the phrase \textit{Socrates’ death} is about the event of Socrates’ death. When we remove that event, we fix the state of the world prior to that event (see Figure 6.19).

The past we fix when evaluating whether Socrates dying produced Xanthippe to become a widow allows Socrates to die at different times, and therefore also for Xanthippe to become a widow at different times than she in fact did. The dependence required for production is established, so Socrates dying produced
Xanthippe to become a widow. Given that this holds for every way in which Socrates could die (given the circumstances), Socrates dying was sufficient for Xanthippe to become a widow: the positive condition is satisfied. And since Xanthippe would not have become a widow if Socrates had not died, the negative condition is also satisfied. We therefore predict the causal claim in (1b) to be true.

In contrast, *Xanthippe became a widow* is about a state that begins at exact time when the event of Socrates’ death ends. Since production requires us to fix the past of the event the proposition is about, we fix fact that the event of Socrates’ death occurred at the time that it did (see Figure 6.20).

This guarantees that Socrates still dies at time when he actually did (since in any logically possible world, the right boundary of the event of Socrates’ death will be the same). The dependence required for production fails, so Xanthippe becoming a widow did not produce Socrates to die. We therefore predict (2b) to be false, as desired.

### 6.4 The concept of nomic possibility

A common idea is that causation and laws of nature are intimately connected. This is most obvious on regularity approaches to causation, where the laws of
nature are taken to be a particular kind of regularity (as e.g. Mill 1843 proposed),
but this idea is to some extent part of every theory of causation. One might
therefore wonder what notion of laws is assumed in the present framework.

We follow the strategy Lewis proposed when faced with a notion of comparable
difficulty to that of laws of nature: meaning. “To say what a meaning is,” Lewis
writes, “we may first ask what a meaning does, and then find something that
does that” (Lewis 1970a:22). Similarly, to say what a law of nature is, we may
first ask what a law of nature does, and then find something that does that.

What a law does, at its most basic, is categorise behaviour. In the simplest
case there are two categories: legal and illegal. We may call two laws (or sets
of laws) equivalent just in case they agree on what behaviour is legal and what
behaviour is illegal. The simplest possible formalisation of the laws then, is a
pair \((L^+, L^-)\) where \(L^+\) is the set of things compatible with the laws and \(L^-\)
is the set of things incompatible with them.

Notice that our formalisation of the laws of nature is purely extensional. It
does not require laws to be written in some language or to be axiomatised by
some deductive system. We will return to this point in section 6.4.1.

A law is consistent when there is no overlap: no behaviour is legal and illegal
with respect to it. A law is exhaustive when there are no gaps: every behaviour
is either legal or illegal with respect to it. If a law is consistent and exhaustive,
and it is clear what the domain of the law is (i.e. what things it categorises,
such as human behaviour or natural phenomena), then the formal representation
simplifies from the pair \((L^+, L^-)\) to either element by itself, since given the domain
each may be reconstructed from the other (e.g. \(L^-\) is the set of things in the law’s
domain not in \(L\)).

What is the domain of the laws of nature? That is, what kind of thing do
laws of nature categorise as legal or illegal? We may take it to be all logically or
metaphysically possible phenomena. But this is more than we need.

We will instead take nomic possibility to be a property of all logically and
metaphysically possible worlds. Why worlds? Why not something smaller –
proper parts of worlds, such as states of affairs, events, or the state of the world
at a moment in time? We do not take nomic possibility to be a property of proper
parts of worlds because whether something is nomically possible depends not only
on itself but also on its surroundings. Firstly, nomic possibility is sensitive to the
spatial environment. It may be nomically possible for Alice to throw a ball five

\[11\] Of course, for laws in real life this extensional view is too simple. Laws do many other
things: give definitions, make political statements, express attitudes and so on. Two laws
expressed in real life may agree on which behaviours are legal and illegal but still disagree on
their political effect. The point applies not only to laws of politics but also laws of physics.
Two physical theories may be equivalent in the sense that they make the same predictions
but differ in emphasis, ease of use or insight (such as Newtonian, Lagrangian and Hamiltonian
formulations of classical mechanics). Our question here is whether the semantics of causal
claims requires this enriched notion of law, or merely the classification into legal and illegal.
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meters in the air, but not if she is in a cave. Secondly, nomic possibility is sensitive to the temporal environment. It is not nomically possible for there to be no ball in Alice’s vicinity at one moment, but one to spontaneously appear in her hand the next (what is nomically possible right now depends on the past). If we only recorded whether the proper parts of a world are nomically possible, without also recording whether the world as a whole is, we would not know whether it is nomically possible for the parts to coexist as a whole.

We assume that the laws of nature are consistent and exhaustive. This is equivalent to saying that a world is nomically impossible just in case it is not nomically possible. Formally, then, nomic possibility is a simply property of worlds. So nomic possibility can be formally represented as a set of worlds – those that are taken to be nomically possible.12

One may think that to give the truth conditions of causal claims, we need to go further by analysing what laws of nature are. However, this is unnecessary if the semantics of causal claims only requires an extensional view of laws, in the sense that the semantics does not care how the laws are formulated, but only what they do; that is, if the semantics only cares about what worlds are possible and what worlds are impossible according to them. The most direct way to show that the semantics of causal claims only requires an extensional view of laws is to provide such a semantics and show its empirical adequacy. This we have already tried to do: we reduced the semantics of cause and because to sufficiency, and our definition of sufficiency only required a classification of worlds into lawful and unlawful.

6.4.1 Comparison with proof-theoretic views of laws of nature

Standardly, something is nomically possible just in case it is compatible with the laws of nature – nomos being the Greek for ‘law’. One could try to formally represent nomic possibility by analysing the components of this statement, i.e. what makes something a law of nature, and what it is to be compatible with it. This is, of course, an extremely challenging task (for an overview of the issues involved see Carroll 2020). To give a taste of the difficulty, consider Ramsey’s proposal that causal laws are

“consequences of those propositions which we should take as axioms if we knew everything and organized it as simply as possible in a deductive system”

(Ramsey 1929b:150)

or Lewis’s proposal that

12We could of course have taken the set of nomically impossible worlds as primitive and defined the nomically possible ones as those that are not nomically impossible.
“a contingent generalisation is a law of nature if and only if it appears as a theorem (or axiom) in each of the true deductive systems that achieves a best combination of simplicity and strength.”

(Lewis 1973b:73)

These analyses raise tricky questions, such as how to measure simplicity, in what languages the laws are written, and what deductive system(s) to use. Nonetheless, this view of laws is often praised as faithfully representing the concept of law that physicists actually work with; for example, physicists do write their laws in a particular language and do aim for simple, general laws. So let us grant, for the sake of argument, that we have answers to all of these questions: we have an ideal language in which to write the laws, we know everything, physics is complete, and we know exactly which deductive systems organise our knowledge as simply as possible. Given these generous concessions, Ramsey and Lewis’ conception of laws of nature comes down to the following claim.

**The proof-theoretic view of laws of nature.** There is a deductive system (however ideal) such that a sentence is a law of nature just in case it is a theorem of that system.\(^\text{13}\)

Here is an argument showing the limits of this view. Some problems in physics have been shown to be incomplete, in the sense that their answer is independent of the axioms of mathematical theory in which they are expressed (see Barrow 2011 for discussion). One shows this by replicating Gödel’s first incompleteness theorem in theories of physics rather than arithmetic. For example, da Costa and Doria (1991) prove a version of Gödel’s incompleteness theorem within Hamiltonian mechanics.

Incompleteness results in physics are not that surprising. The level of mathematical strength required for Gödel’s incompleteness theorems is rather weak (Robinson arithmetic is enough, which does not even have induction; see Tarski, Mostowski, and Robinson 1953), and is easily exceeded by much of the mathematics applied in theories of physics.

Given the incompleteness of physical theories, any deductive system with sufficient strength will fail to prove some sentences in the language of that theory which are in fact true according to it. This includes, one assumes, the ideal deductive systems that Ramsey and Lewis dream of. The proof-theoretic view of laws is too restrictive: it ends up not counting some sentences as laws that intuitively ought to count as laws.\(^\text{14}\)

\(^{13}\) Alternatively, we may express the proof-theoretic view of laws as saying that there are some deductive systems such that a sentence is a law of nature just in case it is a theorem of all of them.

\(^{14}\) There is a separate but related issue, one that does not challenge the proof-theoretic view of laws but does challenge views of laws based on computability, such as those who seek to represent the world as some kind of computer. The issue is that some naturally occurring
A potential response to incompleteness results in physics is that they result from the idealisation of mathematics. For example, Barrow (2011) writes:

Another possible way of evading Gödel’s theorem is if the physical world only makes use of the decidable part of mathematics. We know that mathematics is an infinite sea of possible structures. Only some of those structures and patterns appear to find existence and application in the physical world. It may be that they are all from the subset of decidable truths.

This stipulation would save the proof-theoretic view of laws, but at the cost of having our view of the laws of nature dictate physics. This is a gratuitous commitment. Our view of the laws of nature should work regardless what the laws actually are. In particular, it should apply to worlds where the mathematical idealisations that physicists make happen to be true.

In contrast, the view of the laws adopted here – namely, a classification of worlds into those that satisfy the laws and those that do not – avoids this problem. We have opted for a semantic rather than proof-theoretic analysis of the laws of nature. This does not dictate what kind of mathematics physics is allowed to apply, since we do not assume the existence of a deductive system that is complete with respect to the set of true laws.

Indeed, our view is strictly more general than the proof-theoretic view. For suppose one has an ideal theory of physics (or set of theories) that Ramsey and Lewis envisage. To apply the theory, we also require a way to interpret it – that is, a semantics. This generates a classification of worlds into nomically possible worlds that satisfy the laws and those that do not – avoids this problem.

Problems in physics are undecidable. That is, there is no algorithm that can determine an answer to the problem in general (Richardson 1969, Cubitt, Perez-Garcia, and Wolf 2015a, Cubitt, Perez-Garcia, and Wolf 2015b, Cardona et al. 2021). For example, Terence Tao (2016) has developed a new approach to the Navier–Stokes global regularity problem – one of the famed Clay Millennium Prize problems. Within this program, Cardona et al. (2021) have found cases where determining the path of a particle in an ideal fluid is undecidable. Many other problems that naturally arise in physics have also been shown to be undecidable. See, for example, the following list of undecidable problems in physics from Cardona et al. (2021):

- “several physical processes have been shown to exhibit such Turing completeness, from ray-tracing problems in three-dimensional (3D) optical systems Reif, Tygar, and Yoshida (1994) to neural networks (Siegelmann, Horne, and Giles 1997) or nonabelian topological quantum-field theories (Freedman 1998) . . . . For instance, the spectral gap problem (checking if the Hamiltonian of a quantum many-body system has a spectral gap) has recently been proved to be undecidable (Cubitt, Perez-Garcia, and Wolf 2022). Other undecidable problems in physics are the stability of an $n$-body system (Moore 1990), the problem of finding an Einstein metric for a fixed fourfold as observed by Wolfram (Wolfram 1985), or the reachability problem in potential well dynamics (Tao 2017).

When discussing so-called ‘Gödel phenomena’ in physics, it is important to clarify whether one is considering incompleteness or undecidability.
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and nomically possible: we take a world to be nomically possible just in case it is a model of the theory.

I have presented a semantics of \textit{cause} and \textit{because} that, as far as the laws of nature are concerned, only requires a classification of worlds into nomically possible and nomically impossible. The proof-theoretic view of laws is compatible with this approach, since it determines such a classification. What we have seen, then, it that a proof-theoretic view of the laws is not required to model the truth conditions of \textit{cause} and \textit{because}. This is a welcome result, since it means that our analysis of the truth conditions of causal claims avoids gratuitous commitments concerning the strength of the mathematical theories that physicists may use.

6.4.2 The generality of nomic possibility

Our formalisation of nomic possibility is remarkably simple. It merely says, for each logically possible world, whether or not it is nomically possible. The formal simplicity of nomic possibility also ensures its generality: the simpler the notion, the easier it is for a wide variety of models to express it, and so the easier it is for models from various sciences to count as causal models in our sense.

One motivation for showing how various models generate a set of nomic possibilities comes from aspirations for the unity of science. One goal that unites all natural sciences is the search for the causal structure of the world. Sociologists, psychologists, biologists, chemists and physicists all aim to understand why things happen in the way they do: to utter true claims containing the words \textit{cause} and \textit{because}. If there is one thing, then, with the potential to unify science, it is causality.

To achieve this unification, the various models that scientists create should count as causal models. Given the simplicity of the notion of nomic possibility, many models do determine a set of nomic possibilities. Here are some examples of models that do, from mathematics, physics, computation, statistics and artificial intelligence.

1. \textit{Dynamical systems} (Poincaré 1890b, 1899). Given a dynamical system over a set \(X\), a world is a set of elements of \(X\) indexed by time. A world is nomically possible just in case it is a solution to the system’s evolution rule.\footnote{Formally, a \textit{continuous time dynamical system} is a pair \((X, \varphi)\) where \(X\) is a set and \(\varphi\) a family of maps \(\varphi_t : X \rightarrow X\) with \(t \in \mathbb{R}\), such that \(\varphi_0\) is the identity map and \(\varphi_{t+s} = \varphi_t \circ \varphi_s\) for all \(t, s \in \mathbb{R}\). A path is a set \(\{x_t : x \in X, t \in \mathbb{R}\}\). A \textit{solution} to a dynamical system is a path \(p\) such that \(x_t = \varphi_t(x_0)\) for all \(x_0 \in p\). Here we have defined a \textit{flow} – analogous definitions can be given for discrete dynamical systems and semiflows. For a quick overview of dynamical systems see Barreira and Valls (2012: chapter 3).}

2. \textit{Models of general relativity} (Einstein 1916). As we discuss in section 6.4.3, we can take a world to be a four-dimensional Lorentzian manifold. A world
is nomically possible according to general relativity just in case it satisfies the Einstein field equations.

3. Turing machines (Turing 1936). We take a world to be a sequence of states of a Turing machine; each state at a moment in time specifies the state of the tape, the position of the head, and the machine’s internal state. A world is nomically possible just in case states evolve according to the machine’s state transition function.

By the Church-Turing thesis, every model of computation whatsoever can be represented as a Turing machine. Since each Turing machine determines a set of nomically possible worlds, every model of computation does too.

4. Bayesian networks and structural equation models (Pearl 1988, 2000, Spirtes, Glymour, and Scheines 1993). In section 6.5 below we show that from each Bayesian network and structural equation model we can determine a set of nomically possible worlds.

From the perspectives of linguistics and cognitive science, representing relativity is not a major concern. After all, their task is to represent human reasoning, and humans generally go about the world believing in absolute simultaneity—that everyone has the same ‘now’. But apart from the unity of science, there is another reason why causal modellers should care about models of physics in particular. An overarching question in philosophy is to understand the relationship between thought and the world. In terms of the present project, we would like to understand what makes our causal claims true or false. The present approach provides one answer to this question: it is what our model represents, which includes a notion of nomic possibility. Physics currently provides our best understanding of the laws of nature, so we would like to be able to relate the models we have assumed with models in physics, such as models of general relativity.

6.4.3 Representing models of physics

A top down model construction. Our model construction in section 6.1.1 built a linear order of time into the construction of worlds. There we took what we may call a ‘bottom up’ approach, starting with the smallest parts of the model, states, and building up from there. If we wish to take worlds as primitive—a common practice in possible worlds semantics—we may take a ‘worlds first’ or ‘top down’ approach, beginning with worlds and assigning structure to them as needed. On this approach, a model has the form

\[(W, P, \mathcal{T}, S, \leq, \mathcal{M}, \mathcal{A}, |\cdot|)\]

where \(W\) is a set, \(\mathcal{T}\) is a function assigning to each world a linear order, and \(\mathcal{M}\) is a function assigning to each world and element of its linear order a maximal
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element from \((S, \leq)\). (As above, \((S, \leq)\) is a state space, \(A\) is a relation between states and sentences, \(P\) a set of worlds and \(|\cdot|\) a function from worlds to sentences.) Intuitively, \(W\) represents the set of possible worlds, \(T\) assigns temporal structure to worlds, and \(M\) assigns mereological structure to worlds at a moment in time.

A top down construction is useful since it allows to determine nomic possibility with respect to worlds independently of their temporal and mereological structure. By separating nomic possibility from time and mereology, the top down construction allows us to treat these separate components differently. For example, it is often observed that the laws of nature are time symmetric while our experience of time is asymmetric. On this view, one might think the laws of nature are objective while the direction of time is subjective, a product of our cognition (perhaps in association with the second law of thermodynamics). With the top down construction, we can easily separate our model into objective and subjective components along these lines; say, classifying \(W\) and \(P\) as the mind-independent part of the model and \((S, \leq, T, M, A, |\cdot|)\) as the mind-dependent part of the model. Different views carve up the model into mind-dependent and mind-independent in different ways. These carvings can be expressed on the top down construction but not on the bottom up construction.

While the bottom up construction is simpler to state, it builds a linear direction of time into the construction of worlds. This creates a difficulty when it comes to generating a set of nomic possibilities from relativity. In contrast, the top down construction helps us appreciate the relationship between the present modelling framework and models of relativity. Einstein would not be happy with a bottom up approach, where worlds are constructed out of simultaneous states.

In relativity, we define what it means for a world to be nomically possible independently of simultaneity: a world is nomically possible just in case it satisfies the laws of general relativity (the Einstein field equations, where a world is a four-dimensional Lorenzian manifold). Simultaneity does not come from the laws of nature themselves but from an observer. On a bottom up approach, however, worlds and simultaneity come packaged together as one. To represent models of general relativity on a bottom up approach, we would first need to separate worlds from their temporal structure before we can classify which worlds are nomically possible. Representing models of relativity in the present framework is far simpler on a top down approach.

Now that we understand the present answer to the modelling question, let us discuss why we have chosen this model over alternatives. In chapter 3 we discussed the state space and aboutness relations, showing how they allow us to represent how we imagine a sudden change to imagine a sentence true. We also saw a plausible way to analyse aboutness in terms of the state space and nomic possibility (whereby an atomic sentence \(A\) is about state \(s\) just in case \(s\) minimally settles \(A\), and aboutness for logically complex sentences is determined compositionally from their logical form). This reduction would allow us to simplify our model to only four components: \((S, \leq, P, |\cdot|)\). As we have already discussed the
state space and aboutness at length, we will not further consider them here. Nor will we discuss the interpretation function, since it is not unique to our model but part of every truth-conditional semantics whatsoever. That leaves nomic possibility. It will be our focus for the remainder of this chapter.

6.4.4 Comparison with alternatives to nomic possibility

In this section we compare this representation of the laws of nature with two others: propositional logic, on the one hand, and Bayesian networks and structural causal models, on the other.

To fix an example, consider how we should represent the behaviour of a switch and light. A first thought might be to use propositional logic. We could take the law governing the system’s behaviour to be \( L \Leftrightarrow S \), where \( S \) represents that the switch is down, \( L \) that the light is on, and \( \Leftrightarrow \) is material equivalence (i.e. \( L \Leftrightarrow S \) true just in case \( S \) and \( L \) are both true or both false). An immediate problem is that this formula does not capture causal asymmetry, since equivalence is symmetric: \( L \Leftrightarrow S \) is equivalent to \( S \Leftrightarrow L \). There is, however, an even more fundamental problem with this representation, one that comes from examining its relationship with time. Laws are supposed to be invariant; in particular, they should hold at all times. What the law \( L \Leftrightarrow S \) actually says, then, is that for every time \( t \), the light is on at \( t \) if and only if the switch is down at \( t \). Now, this is simply not true. There is a time just after one flicks the switch when the light has yet to change. However slight the delay is, it nonetheless exists. If the delay is so short that we consider it negligible, we may replace the example with one with a longer delay (say, with an especially slow bulb).

The existence of the delay means we have to reevaluate in what sense we took \( L \Leftrightarrow S \) to correctly describe the relationship between the switch and light. That formula is true most of the time, but not always. To regard \( L \Leftrightarrow S \) as a true description of the behaviour of the switch and light we must turn a blind eye to times after we flick the switch but before the light changes. \( L \Leftrightarrow S \) is approximately true. The problem is that we are not looking for an approximately true model – we are looking for a true model.\(^{16}\)

One may reply that when we take \( L \Leftrightarrow S \) to be a true description of the relationship between the switch and light, we have in mind a distinction between the unchanging states and the changing states, and are implicitly restricting attention

\(^{16}\)One reason why \( L \Leftrightarrow S \) may have seemed like a true description of the switch and light system is that logical formulas are typically used to represent unchanging things. This reflects the origin of modern logic as a means to describe mathematical objects, which on the Platonic conception are taken to exist outside time (a notable alternative view is Brower’s 1948 idea of the creating subject, though this is not how most mathematicians think of the nature of mathematical objects). In light of this tradition, when we see a logical formula we are conditioned, I believe, to implicitly assume that the things it describes are static. This, of course, is a major obstacle when giving a formal analysis of causality, where change is of central concern.
to the unchanging states. In this case the unchanging states are assumed to be the states where $L$ and $S$ are both true or both false. But this classification is not quite correct. It is perfectly possible for a so-called ‘unchanging’ state to change; say, for someone to flick the switch. Since every state is capable of changing, a restriction to the states that cannot change would leave no states at all.

One way to fix this situation is to read the formula $L \leftrightarrow S$ asymmetrically. There are many conceivable ways to implement this asymmetry. A popular approach today is to model the behaviour of the switch and light using functional dependence. This is assumed by Bayesian networks (Pearl 1988) and structural equation models (Wright 1921, Haavelmo 1943, Koopmans 1950) and structural causal models (Pearl 2000). On this approach we represent the switch and light as binary variables, and require that the value of the light is a function of the value of the switch: $L = f(S)$. This gives us the desired asymmetry: while $L \leftrightarrow S$ is equivalent to $S \leftrightarrow L$, a function taking values of the switch and returning values of the light is not the same as a function taking values of the light and returning values of the switch: $L = f(S)$ is not equivalent to $S = f(L)$.

To illustrate, we are quite comfortable representing the switch and light with the structural causal model in Figure 6.21, where the equation $L = S$ is read from left-to-right, saying that the state of the switch is given independently, and the state of the light is a function of the state of the switch.

$$
\begin{array}{c}
S \\
\downarrow \\
L = S \\
\downarrow \\
L
\end{array}
$$

Figure 6.21: A structural causal model of the switch and light.

This solves the symmetry problem, but does it avoid the false prediction of the formula $L \leftrightarrow S$, that for every time $t$ the light is on at $t$ if and only if the switch is up $t$? A great deal of work has gone into investigating the testable predictions of structural causal models, and Bayesian networks more generally – a structural causal model being a special case of Bayesian networks, where the probabilities are 0 or 1, and we ignore the probabilities of the exogenous variables. Figure 6.22 gives the structural causal model as a Bayesian network. Each Bayesian network generates a probability distribution over assignments of values to variables. This Bayesian network generates the distribution in Table 6.1.

Now let us imagine that on one hundred occasions we peeked into the room to record the status of the switch and light. On two occasions, let’s say, we found

---

17Strictly speaking, $L = f(S)$ is shorthand for the claim that the model contains a function $f : \mathcal{R}(S) \to \mathcal{R}(L)$ from the range of values of the switch to the range of values of the light. In this case we have $f : \{\text{up, down}\} \to \{\text{on, off}\}$ where $f(\text{up}) = \text{off}$ and $f(\text{down}) = \text{on}$.
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Figure 6.22: A Bayesian network representing the switch and light.

<table>
<thead>
<tr>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>switch down light off</td>
</tr>
<tr>
<td>switch down light on</td>
</tr>
<tr>
<td>switch up light off</td>
</tr>
<tr>
<td>switch up light on</td>
</tr>
</tbody>
</table>

Table 6.1

that the switch was down but the light was still off. We happened to peek in just after someone had flicked the switch. Our data given in Table 6.2.

<table>
<thead>
<tr>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>switch down light off</td>
</tr>
<tr>
<td>switch down light on</td>
</tr>
<tr>
<td>switch up light off</td>
</tr>
<tr>
<td>switch up light on</td>
</tr>
</tbody>
</table>

Table 6.2

This database is incompatible with the Bayesian network in Figure 6.22. It faces the same problem as our formula $L \leftrightarrow S$. It is only a correct model of the relationship between the switch and light when we ignore some states – when we erase some of our data.

One could respond that our data is a mere approximation of the underlying distribution that generates the data. Like almost all data sets, it contains some measurement error. One must ask: when we looked into the room just after someone had flicked the switch, but the light had yet to change, were we performing a measurement error? Our task was to record the state of the switch and light a number of times. Looking at the switch and light every now and then seems to be a perfect way to do that. (If one thinks that the modellers should have observed the switch and light for a longer period of time, the question then becomes how they should decide which states of the switch and the light during that period of observation to record. The obvious answer is to record all that they see.)

A second issue with this response is that, with more data and better data collection methods, we expect errors to vanish in the long run. But given that it
takes some time for the light to change after the switch is flicked, no matter how much data we collect we will always observe states where the switch has been flicked but the light has yet to change. If this is an error, it is one that never goes away.

These remarks make clear that, when we use propositional logic, or a Bayesian network or structural causal model to model some system (such as the behaviour of the switch and light), we ignore some states. We only count those where the system is in equilibrium.

With these points I do not wish to imply that structural causal models and Bayesian networks are based on false assumptions, or cannot be used to represent the relationship between the switch and light. I merely wish to call attention to some implicit assumptions we must make when we apply these frameworks; assumptions about what we mean when we say that a structural causal model or Bayesian network is a correct model of a scenario.

### 6.5 A dynamic interpretation of structural causal models

Structural causal models (Pearl 2000) are a popular framework in which to model causal relations. The goal of this section is to show that there is a natural way to represent structural causal models in the present framework. We show that every structural causal model generates a partial model of the nomic possibilities. I call this a dynamic interpretation of structural causal models since time will play a starring role (though it is not the only essential component: nomic possibility will be central too).

We begin with a definition of structural causal models, from Pearl (2009:203).

#### 6.5.1. Definition. A structural causal model is tuple \((U, V, R, F)\) where

- \(U\) and \(V\) are disjoint sets of variables, called exogenous and endogenous, respectively.
- \(R\) assigns to each variable in \(U \cup V\) a set of values. We extend \(R\) to sets of variables by letting \(R(\{X, Y, \ldots\}) = R(X) \times R(Y) \times \cdots\) for any set of variables \(\{X, Y, \ldots\}\).\(^{18}\)
- \(F\) assigns to each endogenous variable \(X \in V\) a function \(f_X : R(PA_X) \to R(X)\) where \(PA_X \subseteq U \cup V \setminus \{X\}\).

To illustrate with our running example of the switch and light, Figure 6.23 represents their behaviour as a structural causal model, together with its representation as a graph. \(S = 0\) denotes that the switch is up, \(S = 1\) that it is down, \(L = 0\) that the light is off, and \(L = 1\) that it is on.

---

\(^{18}\)Strictly speaking, this definition requires assuming an arbitrary linear order over the vari-
We can give structural causal models a dynamic interpretation, translating them into partial models. Let us first give the dynamic interpretation, and then show why it is useful.

### 6.5.1 The dynamic interpretation

The dynamic interpretation is quite simple: we interpret the functions as descriptions of how the values of the variables change in time in response to the values of their parents. We view the functions’ inputs as preceding their output by one step in time. In other words, we interpret the functions as the transition functions of a discrete dynamical system.

Given a structural causal model $M = (U, V, F, R)$, let us define that a state of $M$ is an assignment of values to the variables; that is, a function $s : U \cup V \to R(U \cup V)$. A path of $M$ is a sequence of states $(s_0, s_1, \ldots)$ where each $s_t$ is a state of $M$. We can take time to be infinite into the past or future as we please. Here we will take paths to have a starting point and continue infinitely into the future, though nothing hinges on this point. So our paths have the form $(s_t)_{t \in \mathbb{N}}$, where $\mathbb{N} = \{0, 1, \ldots\}$ is the set of natural numbers.

A path of $M$ is nominally possible just in case the states transition according to the structural equations; that is, just in case we have

$$s_{t+1}(X) = f_X(s_t(\text{PA}_X))$$

for all $t \in \mathbb{N}$ and $X \in V$. Note the use of time in this equation. The value of $X$’s parents at a given state determine the value of $X$ at the next state, according to the structural equation for $X$. Note also that the equation ranges only over the endogenous variables. The result is that the exogenous variables can change freely from state to state. This represents the fact that the exogenous variables are determined by factors outside the scope of the model.\(^{19}\)

---

\(^{19}\)For another interpretation of structural equations using dynamics, see Schulz (2011). Our dynamic interpretation differs from Schulz’s in some small ways. Schulz allows variables to have undetermined values, restricts attention to variables with finitely many parents, and does not allow the background variables (what we call the exogenous variables) to change value.
Putting all this together, we define the dynamic interpretation of structural causal models as follows.

**6.5.2. Definition (Dynamic interpretation).** For any structural causal model $M = (U, V, R, F)$, define the paths of $M$ to be

$$\text{paths}(M) = \{(s_t)_{t \in \mathbb{N}} \mid s_t : U \cup V \to R(U \cup V) \text{ for all } t \in \mathbb{N}\}.$$  

The dynamic interpretation of $M$ is the pair $\mathcal{DI}(M) = (P^+, P^-)$ given by

$$P^+ = \{(s_t)_{t \in \mathbb{N}} \in \text{paths}(M) \mid s_{t+1}(X) = f_X(s_t(PAX)) \text{ for all } t \in \mathbb{N} \text{ and } X \in V\}$$

$$P^- = \text{paths}(M) \setminus P^+$$

For example, take the structural causal model of the switch and the light. It turns out that its dynamic interpretation is exactly the model we discussed in section 6.2.3, where the paths of the model are the infinite paths through Figure 6.15, repeated in Figure 6.24 below, and a path is nomically possible just in case it always follows the arrows.

![Figure 6.24](image)

(a) Structural causal model  
(b) Its dynamic interpretation

The figure illustrates a general fact about the dynamic interpretation of models with finitely many variables: the states that satisfy the structural equations are those with loops, i.e. those that can lawfully succeed themselves. This follows from the fact that a state $s_t$ satisfies the structural equations just in case $s_t(X) = f_X(s_t(PAX))$ for every variable $X$, which by our definition of the dynamic interpretation is exactly what we need for a transition from $s_t$ to itself to be nomically possible.

Schulz also uses the dynamics to give a semantics of counterfactuals, whereas our semantics of counterfactuals in chapter 3 does not use the dynamic interpretation of structural causal models.
Here are some sample calculations to show how we arrived at this interpretation. Where \( s_t = (0, 0) \) and \( s_{t+1} = (0, 1) \), the derivation on the left shows that it is not nomically possible for the light to spontaneously turn on. And where \( s_t = (1, 0) \) and \( s_{t+1} = (1, 1) \), the derivation on the right shows that it is nomically possible for the light to turn after the switch has been flicked.

\[
\begin{align*}
    s_{t+1}(L) &= f_L(s_t(PA_L)) \\
    \text{iff } 1 &= f_L(s_t(S)) \\
    \text{iff } 1 &= f_L(0) \\
    \text{iff } 1 &= 0
\end{align*}
\]

\[
\begin{align*}
    s_{t+1}'(L) &= f_L'(s_t'(PA_L)) \\
    \text{iff } 1 &= f_L'(s_t'(S)) \\
    \text{iff } 1 &= f_L'(0) \\
    \text{iff } 1 &= 1
\end{align*}
\]

Let us explore some further examples of dynamic interpretations. Figure 6.25 depicts a chain \( X \rightarrow Y \rightarrow Z \) and its dynamic interpretation. Notice the sequential behaviour: it takes two steps in time for a change in the value of \( X \) to change the value of \( Z \). Figure 6.26 shows that the dynamic translation also applies to structural causal models with cycles (also known as non-recursive models). Given binary variables \( X \) and \( Y \) and structural equations \( X = Y \) and \( Y = X \), the dynamic interpretation predicts that the nomically possible paths are those where \( X \) and \( Y \) are always true, always false, and those that oscillate between true and false:

\[
P^+ = \left\{ (\overline{x}\overline{y}, \overline{x}\overline{y}, \overline{x}\overline{y}, \ldots), (\overline{x}y, \overline{x}y, \overline{x}y, \ldots), (x\overline{y}, x\overline{y}, x\overline{y}, \ldots), (xy, xy, xy, \ldots) \right\}
\]

Finally, Figure 6.27 depicts the dynamic translation of an AND-gate. The complexity of the dynamic translation illustrates how structural causal models express information in a remarkably compact way. This illustrates a major benefit of using structural causal models (SCMs) to express dynamic information: they provide a simple representation of a complex concept (functional dependence). In contrast, the dynamic interpretation provides a complex representation of a simple concept (nomical possibility). Thus presenting an SCM is more appropriate when one wishes to communicate a large volume of high-level information simply, while presenting its dynamic interpretation is more appropriate when one is in a philosophical mood, wishing to understand what features of our experience the SCM really corresponds to. As Quine writes, “It is one of the consolations of philosophy that the benefit of showing how to dispense with a concept does not hinge on dispensing with it” (Quine 1960:189). Each representation has its place.
Figure 6.25: A chain and its dynamic interpretation, where $X$, $Y$ and $Z$ are binary variables. The point $x\overline{y}z$, for example, represents the state where $X = 1$, $Y = 0$ and $Z = 1$.

Figure 6.26: The dynamic interpretation of a cyclic structural causal model.

Figure 6.27: An AND-gate as a structural causal model (left), and its dynamic interpretation (right).
6.5.2 The need for the dynamic interpretation

An overarching question facing those who use structural causal models is to say what it means for a structural causal model to be true. What, in the world, is a structural causal model? To illustrate, suppose someone comes along who insists that the correct model of the switch and light has the reverse dependence: they believe that the value of the switch should be represented a function of the value of the light, not the other way around. What would we say to them to convince them of their mistake? In other words, how do we come to decide that model (a) below is a correct model of the switch and light and that model (b) is incorrect? What does the correctness of model (a) correspond to in our experience?

The dynamic interpretation will provide an answer to this question: a structural causal model is true just in case its dynamic interpretation is true. And where \( P \) is the true set of nomically possible worlds and \( \mathcal{DI}(M) \) the dynamic interpretation of an SCM \( M \), Definition 6.2.14 tells us that \( \mathcal{DI}(M) \) is true at \( P \) just in case every path that is possible according to \( \mathcal{DI}(M) \) is the abstraction of a world in \( P \), and no path that is impossible according to \( \mathcal{DI}(M) \) is the abstraction of a world in \( P \). As we saw in section 6.4.2, this provides a remarkably general answer to the question of what it means for an SCM to be true, one that builds a bridge between the SCM modelling framework and others in a wide variety of domains, from mathematics (dynamical systems) and physics (models of general relativity) to computer science (models of computation).

Thus the model (a) is correct since it correctly describes the nomic possibilities and impossibilities: how the switch and light can change through time. Model (b) is incorrect since it does not. As we will see, the dynamic interpretation of (b) incorrectly implies that the light can spontaneously turn on, without there
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Figure 6.28: How do we decide that (a) is correct and (b) incorrect?

---

\( ^{20} \)There is a separate question, concerning what it means for a structural causal model to be apt. This question arises when one wishes to use structural causal models to predict the truth conditions of counterfactual and causal claims. Since the present approach do not use structural causal models to do so, the question of aptness does not arise here. For discussions of aptness, see Blanchard and Schaffer (2017:181–83), Hall (2007), Halpern and Hitchcock (2010), Woodward (2016b), Menzies (2017), and McDonald (2022).
first being a change in the switch, which allows us to conclude that model (b) is incorrect.

Let us review some alternative answers to the question of what it means for a causal model to be true. One approach is to point to manipulation:

one says “A causes B” in cases where one could produce an event or state of the A sort as a means to producing one of the B sort.

(Gasking 1955:485)

The paradigmatic assertion in causal relationships is that manipulation of a cause will result in the manipulation of an effect. ... Causation implies that by varying one factor I can make another vary.

(Cook and Campbell 1979:36)

Rubin and Holland summarise the view with their slogan, “No Causation without Manipulation” (Holland 1986).21 This approach is often coupled with human agency (Von Wright 1971, Price 1991, 1992). For example:

... an event A is a cause of a distinct event B just in case bringing about the occurrence of A would be an effective means by which a free agent could bring about the occurrence of B.

(Menzies and Price 1993:187)

There are well-known challenges to this view (see Woodward 2016a for discussion). It is particularly suited to causation at the human scale, but does not generalise well beyond that (see e.g. Pearl 2000:361). For example, the big bang caused stars to form, but the claim that bringing about the big bang is ‘effective means’ by which a free agent could make stars form is only true in a loose, highly attenuated metaphorical sense. But the claim that the big bang caused stars to form is strictly true, not merely metaphorically true. If one replies that our judgement here is a result of analogy, of thinking what would happen were there some omnipotent agent with an effective means to make the big bang happen, the question then becomes to pinpoint what features of the scenario we use to make this judgement. The framework proposed in this thesis provides an answer to this question: it provides a semantics of cause which tells us what it means for “The big bang caused stars to form” to be true in terms of the models we have developed.

Nonetheless, the present framework plausibly also has the potential to account for those cases where it is appropriate to describe causal relations in terms of manipulation. For example, it is plausible to say that flicking the switch is an effective means of turning the light on because flicking the switch is sufficient to produce the light to turn on, and that the light being on is not an effective

21 For an overview of manipulation approaches to causation see Woodward (2016a).
means of the switch being up because the light being on is not sufficient to produce the switch to be up. And as we saw in chapters 3 and 5, we can analyse sufficiency and production in the present framework. This analysis of ‘effective means’ would of course have to be justified in greater detail, but it suggests that manipulation-based accounts of structural causal models can be expressed in the present framework, while the present framework can also go beyond manipulation-based accounts in cases where they do not apply, such as at the cosmological scale.

Moving away from agency, an alternative idea is that causal dependencies represent mechanisms:

Each parent–child relationship in the network represents a stable and autonomous physical mechanism.

(Pearl 2000:22)

Each equation represents a distinct mechanism (or law) in the world, one that may be modified (by external actions) without altering the others.

(Halpern and Pearl 2005:847)

This is a helpful way to illustrate the framework of structural causal models. But without a precise understanding of what a mechanism is, this does not tell us whether a structural causal model is correct or not, for it does not tell us what it means in general for an equation to correctly represent a mechanism or law in the world.\footnote{For an influential discussion of the concept of mechanism, see Machamer, Darden, and Craver (2000).} The idea of a mechanism is quite a high-level concept. If someone claimed that model (b) is a correct description of the mechanism of the switch and light, what more basic facts would we point to, to convince them of their mistake? We might reply that they simply have the ‘wrong’ concept of mechanism, that they misunderstand the concept. This response would likely alienate them, and would certainly not teach them where they have gone wrong.

In contrast, the dynamic interpretation gives us a simple way to respond. For the dynamic translations of models (a) and (b), respectively, are given by the topmost diagrams of Figure 6.17. As we can see, these make different predictions about which worlds are nomically possible. Model (a) predicts that it is nomically possible for the switch to change without there first being a change in the light; model (b) predicts this to be impossible. To one who claims that model (b) is correct, we can simply have them flick the switch and see the light then turn on. Since actuality implies possibility, this shows that model (b) wrongly predicts something to be impossible which is in fact possible. This is a proof from direct experience that model (b) is incorrect. It is a proof we can all agree on.

The present framework also relies on simple concepts. To illustrate, let us describe what someone who observes the switch and light experiences; a toddler,
say, in the same room as the switch and light. We can imagine they are too short to reach the switch, or do not have the dexterity to manipulate the light switch – their fine-motor skills are not yet developed enough. They have no way to effectively intervene on the system. Moreover, they have no idea what mechanism underlies the switch and light – they do not have the concept of electricity, they do not know that there are wires hidden in the walls, and so on. Lastly, they do not yet have the sophisticated linguistic abilities required to interpret counterfactuals.\footnote{The acquisition of conditional constructions happens comparatively late in linguistic development; see Reilly (1982), Bowerman (1986), Nyhout and Ganea (2019), and Tulling and Cournane (2019).} However, the toddler can observe whether the switch is up or down and whether the light is on or off. And of course, the toddler experiences the world in time (experience outside time, as any reader of Kant will tell you, is impossible).

Now imagine it is evening: the room is dim. The toddler notices that the switch is up and the light is off. An adult walks into the room. The child notices them flick the switch down; for a brief moment the room is still dark. Then the light turns on. Sometime later it is bedtime. The child sees the adult flick the switch up. The light turns off. Figure 6.29 illustrates the toddler’s experience of the switch and light.

![Figure 6.29: Some of the toddler’s experience.](image)

After some time the toddler sees many sequences of states of the switch and light. Suppose they jump to the conclusion that the sequences they have seen are the only possible sequences of the switch and the light. The toddler then has an opinions about what sequences of states are possible and which are impossible. Thus the toddler has a (partial) model of the nomic possibilities.

Every definition of truth naturally furnishes a definition of entailment. Since the dynamic interpretation will provide an analysis of what it means for a SCM to be true (with respect to the set of nomically possible worlds), it will also provide an analysis of what it means for one SCM to entail another. Given two SCMs $M$ and $M'$, we may say that $M$ entails $M'$ just in case the dynamic interpretation of $M$ entails that of $M'$, with entailment defined as in Definition 6.2.12.\footnote{An exciting avenue for future work is to compare this notion of entailment with recent work concerning abstraction of structural causal models (see note 5).}
6.5.3 Previous hints at the dynamic interpretation

Among those who have developed the structural causal modelling framework, there is a persistent tendency to read the functional dependencies as expressing dependence in time. Here are four examples. Firstly, Pearl writes that

The choice of $PA_i$ (connoting parents) is not arbitrary, but expresses the modeller’s understanding of which variables Nature must consult before deciding the value of $V_i$.

(Pearl 2009:203, note 3, my emphasis).

Secondly, in Pearl, Glymour, and Jewell’s textbook *Causal Inference in Statistics*, when the authors discuss colliders (graphs of the form $X \rightarrow Z \leftarrow Y$) they write that the independence of $X$ and $Y$

reflects our understanding of how causation operates in time; events that are independent in the present do not become dependent merely because they may have common effects in the future.

(Pearl, Glymour, and Jewell 2016:41).

Thirdly, after Pearl (2009:37) introduces his three-step procedure for evaluating counterfactuals $[X = x]Y = y$ in structural causal models, he writes:

In temporal metaphors, this three-step procedure can be interpreted as follows. Step 1 explains the past ($U$) in light of the current evidence $e$; step 2 bends the course of history (minimally) to comply with the hypothetical condition $X = x$; finally, step 3 predicts the future ($Y$) based on our new understanding of the past and our newly established condition, $X = x$.

Finally, consider the choice of the term ‘Markov’. Traditionally, a discrete stochastic process is called Markov just in case it is memoryless: every event is probabilistically independent of the previous states conditional on the state of its immediate successor. Pearl and Paz (1985) later applied the term to Bayesian networks. A Bayesian network satisfies the Markov condition just in case every variable is independent of its non-descendants conditional on its parents (Spirtes, Glymour, and Scheines 1993:11). The choice of the term Markov is telling. It suggests that a variable’s non-descendants represent its past, with its parents representing its immediate past.

It is natural to wonder about the status of these many temporal metaphors. Why do the architects of these frameworks consistently find it useful to speak of them in temporal terms? The dynamic interpretation offers a way to make sense of these metaphors: they are not metaphors at all, but reflect what it means for a structural causal model to be true.
6.5.4 The exogenous/endogenous distinction

An important difference between structural causal models and their dynamic interpretations is that structural causal models explicitly distinguish the exogenous and endogenous variables, while their dynamic translations do not. This is a plausible result, since the exogenous/endogenous distinction arguably reflects the interests of the modeller rather than a distinction in reality.

While the dynamic interpretation of a structural causal model does not officially distinguish the exogenous and endogenous variables. Given the dynamic interpretation of a structural causal model $M$, it easy to recover which variables are exogenous and which are endogenous in $M$. Exogeneity resurfaces as randomness: the exogenous variables are those that can change freely: variable $X$ is exogenous in a structural causal model $M$ just in case in the dynamic interpretation of $M$, for every state $s_t$ and possible value $x$ of $X$, $s_t$ has a successor where $X$ has value $x$. This reflects the fact that the exogenous variables are those whose behaviour is beyond the scope of the model. Accordingly, the dynamic interpretation of a model does not impose any constraints on how the exogenous variables they may change, besides predicting that each of their values is possible (an uncontroversial commitment given that the range of each variable represents the possible values it may take).

Since the behaviour or the exogenous variables are independent of the structural equations, when we present the dynamic interpretation of a structural causal model it can be convenient to ignore changes of the exogenous variables. That is, we can present the interpretation while adding the requirement that for every nominally possible path $(s_t)_{t \in \mathbb{N}}$ we have $s_{t+1}(U) = s_t(U)$ for any exogenous variable $U$. Adding this restriction allows us to simply the representation of dynamic interpretations, as shown in Figures 6.30 and 6.31.

![Figure 6.30: The dynamic interpretation of a chain, with exogenous variables fixed.](image)

Formally, let $M$ be a structural causal model and $\mathcal{DI}(M) = (P^+, P^-)$ the
6.5. A dynamic interpretation of structural causal models

\[ Z = X \land Y \]

Figure 6.31: An AND gate as a structural causal model (left), and its dynamic interpretation with exogenous variables fixed (right).

dynamic interpretation of \( M \). Then the dynamic interpretation of \( M \) with the exogenous variables fixed, denoted \( \mathcal{DI}_{\text{fixExo}}(M) \), is the pair \((P^+_{\text{fixExo}}, P^-_{\text{fixExo}})\) given by

\[
\begin{align*}
P^+_{\text{fixExo}} &= \{ (s_t)_{t \in \mathbb{N}} \in P^+ \mid s_{t+1}(X) = s_t(X) \text{ for all } t \in \mathbb{N} \text{ and } X \in U \} \\
P^-_{\text{fixExo}} &= \text{paths}(M) \setminus P^+_{\text{fixExo}}
\end{align*}
\]

6.5.5 Transfinite dynamic interpretations

An interesting question for the dynamic interpretation is what to do when a variable has an infinite chain of parents; that is, when there is a variable \( Y \) and an infinite chain of variables \((X_n)_{n \in \mathbb{N}}\) such that each \( X_n \) is a parent of both \( X_{n+1} \) and \( Y \). Figure 6.32 gives an example of structural causal model with such a chain, where each \( X_n \) and \( Y \) are binary variables.

\[
\begin{array}{ccccccc}
\longrightarrow & X_0 & \longrightarrow & X_1 & \longrightarrow & X_2 & \ldots & \longrightarrow & Y \\
\end{array}
\]

For all \( n \in \mathbb{N} \), \( X_{n+1} = X_n \)

\[
Y = \min_{n \in \mathbb{N}} X_n 
\]

Figure 6.32

There are two ways to give a dynamic interpretation of such a model. The first is to assume that time is not transfinite and stick with Definition 6.5.2. (Formally, time is transfinite just in case there is a nonzero time \( t \) such that for any time \( t' < t \), there is a time \( t'' \) with \( t' < t'' < t \).) One might have a philosophical objection to transfinite time and therefore prefer this route. In this case, in the dynamic interpretation of the model in Figure 6.32 it is not possible for \( Y \) to change value. This means that, if we do not allow for transfinite paths, the model above has the same dynamical interpretation as one we replace the equation for \( Y \) with \( Y = 0 \).
Alternatively, we can allow time to be transfinite. This would allow $Y$ to change value in the dynamic interpretation of Figure 6.32, after an infinite amount of time has passed. It would therefore allow us to distinguish the dynamic interpretations of the model above and the model where $Y$’s equation is replaced with $Y = 0$.

To construct a dynamic interpretation where time can be transfinite, we take a path to be a sequence of variable assignments indexed by ordinals. For time points at infinity (in set theory speak: at limit ordinals), the value of each variable is determined by the limit of the previous values of its parents. For time points not at infinity (that is, at successor ordinals) things are as usual: the value of each variable is determined by the values of its parents at the previous state.

Formally, we define that a path $(s_0, s_1, \ldots)$ is nomically possible just in case for any endogenous variable $X \in V$ and ordinal $\alpha$,

$$s_{\alpha+1}(X) = f_X(s_\alpha(PA_X))$$

and for any limit ordinal $\lambda$, the limit $\lim_{\alpha<\lambda}s_\alpha(PA_X)$ exists and

$$s_\lambda(X) = f_X\left(\lim_{\alpha<\lambda}s_\alpha(PA_X)\right)$$

where $\lim_{\alpha<\lambda}s_\alpha(PA_X) = \{\lim_{\alpha<\lambda}s_\alpha(Y) : Y \in PA_X\}$.

For example, the limit of $(1,0,0,0,\ldots), (1,1,0,0,\ldots), (1,1,1,0,\ldots), \ldots$ is $(1,1,1,1,\ldots)$, the sequence with all 1s. Applying the function for $Y$ to this sequence returns $f_Y(1,1,1,1,\ldots) = 1$. So where $s_0$ assigns 1 to $X_0$ and 0 all other variables, and $X_0$ stays at 1 throughout the sequence, after an infinite amount of time $Y$ changes from 0 to 1: $s_\alpha(Y) = 0$ for every natural number $n$, but $s_\omega(Y) = 1$, as desired.\(^{25}\) Thus there is a time when the structural equations in Figure 6.32 are all true.

In what follows we will assume that time can be transfinite and adopt the treatment of the dynamic interpretation just stated. The benefit of doing so is an increase in generality: we can provide a dynamic interpretation of graphs with infinite chains of parents. If one has philosophical objections to transfinite time, one can accordingly restrict attention to the dynamic interpretation of structural causal models without infinite chains of parents.

### 6.5.6 Recursive models and eventual truth

The dynamic interpretations of recursive structural causal models are especially well-behaved. Following Halpern and Pearl (2005:849), we call a structural causal model recursive just in case there is a strict total order $\prec$ over the variables such

\(^{25}\)Note that the alternative scopal configuration $s_\lambda(X) = \lim_{\alpha<\lambda}f_X(s_\alpha(PA_X))$ would not give this result, since $f_Y(1,0,0,0,\ldots), f_Y(1,1,0,0,\ldots), f_Y(1,1,1,0,\ldots), \ldots$ are all 0. The limit of a sequence of 0s is 0. So with this alternative we would undesirably predict $s_\omega(Y) = 0$. 

that whenever \( X \prec Y \), \( X \) is independent of the value of \( Y \): \( F_X(...,y,...) = F_X(...,y',...) \) for all values \( y,y' \) of \( Y \). Recursive structural causal models can be represented by directed acyclic graphs. Also, in recursive structural causal models each assignment of values to the exogenous variables uniquely determines the value of every variable.

If a structural causal model is recursive, then when we follow the possible paths of its dynamic interpretation without changing the values of the exogenous variables, every variable eventually reaches its value according to the model’s structural equations, and stays at that value forevermore. Formally, for any path \((s_0,s_1,\ldots)\) and variable \(X\), let us say that \( X = x \) is eventually true at the path just in case there is some \( s_i \) such that \( s_{i'}(X) = x \) for all \( t' \geq t \). Then we have the following fact.

**6.5.3. Proposition.** Let \( M \) be a recursive structural causal model and \( P_{\text{fixExo}}^+ \) the set of possible paths of its dynamic interpretation with the exogenous variables fixed. Let \( \hat{U} = \hat{u} \) be a setting of the exogenous variables and \((\hat{u},\hat{v})\) the unique setting of the variables containing \( \hat{u} \) that satisfies the structural equations of \( M \).

Let \( p \) be a path in \( P_{\text{fixExo}}^+ \) where \( \hat{U} = \hat{u} \) holds at every state of \( p \).

For any variable \( X \), \( X = x \) is eventually true at \( p \) if and only if \( X = x \) according to \((\hat{u},\hat{v})\).

Hence for any Boolean combination of assignments of values to variables \( \varphi \), \( \varphi \) is eventually true at \( p \) if and only if \( \varphi \) is true according to \((\hat{u},\hat{v})\).

**Proof.** Let \( M \) be a recursive structural causal model. We may assume that \( X \) is a parent of \( Y \) just in case \( Y \) depends on \( X \), that is, \( f_Y(...,x,\ldots) \neq f_Y(...,x',\ldots) \) for some values \( x,x' \) of \( X \) (if this does not hold, then we can equivalently make it hold by removing the variables that \( Y \) does not depend on from the domain of \( f_Y \), for each variable \( Y \)). Pick any \((s_0,s_1,\ldots) \in P_{\text{fixExo}}^+ \) such that \( s_0(\hat{U}) = \hat{u} \).

Let the depth of \( X \), denoted \( d(X) \), be the least ordinal that is greater than the depth of all of \( X \)’s parents: \( d(X) = \min\{\alpha \in \text{Ord} : \alpha > d(Y) \} \) for all \( Y \in \text{PA}_X \).

(This is well-defined since \( M \) is recursive.)

We show by transfinite induction on \( t \) that for any variable \( X \) with depth \( d(X) \leq t \) we have \( s_t(X) = x \), where \( x \) is the value \( X \) receives in \((\hat{u},\hat{v})\). From this the \((\leftarrow)\) direction will follow immediately.

In what follows, for any variables (e.g. \( X, Y, \text{PA}_X \)) we will let lower-case letters (e.g. \( x, y, \text{pa}_X \)) denote the value they receive in \((\hat{u},\hat{v})\).

**Base case.** If \( t = 0 \) then for any variable \( X \) with \( d(X) \leq 0, d(X) = 0 \), so \( X \) has no parents, i.e. it is exogenous. By assumption \( s_0(\hat{U}) = \hat{u} \), so \( s_t(X) = x \).

**Successor case.** Suppose \( t = \alpha + 1 \). Pick any variable \( X \) with depth \( d(X) \leq t \). If \( X \) is exogenous then since we fix the exogenous variables, \( s_t(X) = s_0(X) = x \). So suppose \( X \) is endogenous and pick any parent \( Y \) of \( X \). By definition, \( Y \) has lower depth than \( X \). Then \( d(Y) \leq \alpha < t \), so by induction hypothesis, \( s_\alpha(Y) = y \). Since \( Y \) was arbitrary, \( s_\alpha(\text{PA}_X) = \text{pa}_X \), where \( \text{pa}_X \) is the value \( X \)’s parents receive in \((\hat{u},\hat{v})\). By definition of the dynamic interpretation \( s_{\alpha+1}(X) = f_X(s_\alpha(\text{PA}_X)) = f_X(\text{pa}_X) = x \).
Limit case. Suppose \( t = \lambda \) for some limit ordinal \( \lambda \). Pick any variable \( X \) with depth \( d(X) \leq t \). If \( X \) is exogenous then as before, \( s_t(X) = x \). So suppose \( X \) is endogenous and pick any parent \( Y \) of \( X \). By induction hypothesis, for all \( \alpha \) with \( d(Y) \leq \alpha < \lambda \), \( s_\alpha(Y) = y \). Hence \( \lim_{\alpha<\lambda} s_\alpha(Y) = y \). Since \( Y \) was arbitrary, \( \lim_{\alpha<\lambda} s_\alpha(\text{PA}_X) = p\text{A}_X \). By definition of the dynamic interpretation, \( s_t(X) = f_X(\lim_{\alpha<\lambda} s_\alpha(\text{PA}_X)) = f_X(p\text{A}_X) = x \).

(\( \Rightarrow \)) Suppose \( X = x \) is eventually true at \((s_0, s_1, \ldots)\). Then for some time \( t \), \( s_t(X) = x \) for all \( t' \geq t \). Suppose for reductio that \( X \neq x \) according to \((\bar{u}, \bar{v})\).

Then \( X = x' \) according to \((\bar{u}, \bar{v})\) for some \( x' \neq x \). By the \((\Leftarrow)\) direction, \( X = x' \) is eventually true at \( p \), i.e. there is a time \( t^* \) such that \( s_{t'}(X) = x' \) for all \( t' \geq t^* \). Since paths are linear, \( t \geq t^* \) or \( t^* \geq t \). If \( t \geq t^* \) then \( s_t(X) = x' \), contradicting \( s_t(X) = x \). And if \( t^* \geq t \) then \( s_{t^*}(X) = x \), contradicting \( s_{t^*}(X) = x' \).

For any Boolean combination of assignments of values to variables \( \varphi \) – i.e. any sentence in the language generated by \( \varphi ::= X = x \mid \neg \varphi \mid \varphi \land \varphi \mid \varphi \lor \varphi \) – let the depth of \( \varphi \), \( d(\varphi) \), be the maximum depth of the variables appearing in \( \varphi \).

We now show by induction on the complexity of \( \varphi \) that for any \( \varphi \) and ordinal \( t \geq d(\varphi) \), \( s_t(\varphi) = x \), where \( x \in \{0, 1\} \) is the truth value of \( \varphi \) in \((\bar{u}, \bar{v})\). We have just shown the atomic case.

Negation. Suppose \( \varphi \) is \( \neg \psi \). Pick any ordinal \( t \geq d(\varphi) \). Since \( \varphi \) and \( \psi \) contain the same variables, \( d(\varphi) = d(\psi) \), so \( t \geq d(\psi) \). Then by induction hypothesis, \( s_t(\psi) = y \), where \( y \) is the truth value of \( \psi \) in \((\bar{u}, \bar{v})\). Then \( s_t(\neg \psi) = 1 - y \), which is also the truth value of \( \neg \psi \) in \((\bar{u}, \bar{v})\).

Conjunction. Suppose \( \varphi \) is \( \psi \land \chi \). Pick any ordinal \( t \geq d(\varphi) \). Then \( d(\varphi) = \max\{d(\psi), d(\chi)\} \), so \( t \geq d(\psi) \) and \( t \geq d(\chi) \). Then by induction hypothesis, \( s_t(\psi) = y \) and \( s_t(\chi) = z \), where \( y \) and \( z \) are the truth values of \( \psi \) and \( \chi \), respectively, in \((\bar{u}, \bar{v})\). Then \( s_t(\psi \land \chi) = \max\{y, z\} \), which is the truth value of \( \psi \land \chi \) in \((\bar{u}, \bar{v})\). The disjunction case is similar.

(\( \Rightarrow \)) Suppose \( \varphi \) is not true at \((\bar{u}, \bar{v})\). Then \( \neg \varphi \) is true at \((\bar{u}, \bar{v})\), so by the \((\Leftarrow)\) direction, \( \neg \varphi \) is eventually true at \( p \). Then similar to the \((\Rightarrow)\) case above, \( \varphi \) is not eventually true at \( p \).

\( \Box \)

6.6 Interventions as sufficiency claims

One of the central uses of structural causal models is determine the effects of interventions. The goal of this section is to show that interventions can be seen as a special case of sufficiency claims, given the semantics of sufficiency we proposed in chapter 3.

The relationship between interventions and our framework is especially relevant since we have used our framework to provide a semantics of \textit{would}-conditionals, while there are also a number of approaches to the semantics of \textit{would}-conditionals.
6.6. Interventions as sufficiency claims

using structural causal models.\(^\text{26}\) For example, Pearl (2009: chapter 7) presents a semantics of counterfactuals in terms of interventions, whereby a *would*-conditional is true just in case its consequent is true after an intervention to make its antecedent true.

An intervention is an operation on structural causal models where some variables are forced to take on certain values independently of the structural equations. More precisely, where \(M = (U, V, R, F)\) is a structural causal model and \(X\) a set of variables, an intervention on \(M\) to set \(X = \tilde{x}\) results in the model \(M_{X=\tilde{x}} = (U, V, R, F')\), where for every variable \(X\) in \(\tilde{X}\) we replace the equation for \(X\) in \(F\) with \(X = x\), where \(x\) is the value \(X\) takes in \(\tilde{x}\), and the equation for every variable not in \(\tilde{X}\) is unchanged (\(f'_{Y} = f_{Y}\) for all \(f'_{Y} \in F'\) with \(Y\) not in \(\tilde{X}\)). For example, Figure 6.33 illustrates the effect of intervening to set \(Y = y\).

\[
\begin{align*}
X &\rightarrow Y &\rightarrow Z &\quad X &\rightarrow Y &\rightarrow Z \\
Y &= X & &Y = y \\
Z &= Y & &Z = Y
\end{align*}
\]

Figure 6.33: A chain (left) and the result of intervening to set \(Y = y\) (right).

Let us now state Pearl’s semantics for *would*-conditionals. Following Halpern and Pearl (2005), for simplicity we will restrict attention to recursive structural causal models. Where \(M\) is a recursive structural causal model, let a context for \(M\) be an assignment \(\tilde{u}\) of values to exogenous variables. Moreover, let \(X = \tilde{x}\) be an assignment of values to some variables and \(\varphi\) be a Boolean combination of variable assignments. Pearl proposes that the *would*-conditional “if \(X\) had value \(x\) then \(\varphi\) would hold” is true at model \(M\) and context \(\tilde{u}\) just in case \(\varphi\) is true at \(M_{X=\tilde{x}}, \tilde{u}\). Following Halpern and Pearl (2005:852) we symbolise this counterfactual claim as \([X = \tilde{x}]\varphi\). Then Pearl’s interventionist semantics of counterfactuals is given by defining that \(M, \tilde{u} \models [X = \tilde{x}]\varphi\) if and only if \(M_{X=\tilde{x}}, \tilde{u} \models \varphi\).

Let us now briefly review our analysis of sufficiency from chapter 3. We defined that sentence \(A\) is sufficient for sentence \(C\) just in case \(C\) is true at every world in the modal horizon where \(A\) is true. To determine the modal horizon we pick a moment \(t\) at which to imagine a sudden change and consider all the moments \(t'\) that agree on everything \(A\) is not about (i.e. the \(A\)-variants of \(t\)). The modal horizon is the set of worlds that result from taking the nomically possible futures of an \(A\)-variant of \(t\) and sticking on the actual past (see Figure 3.22).

\[\text{(3)} \quad \text{For any world } w, \text{ sentence } A, \text{ set of worlds } P \text{ and moment } t, \text{ define} \]

\[mh_{P,t}(w, A) := \{w_{w't} \sim w'_{w't'} : t' \text{ is an } A\text{-variant of } t', t' \in w' \text{ and } w' \in P\}\]

Finally, recall our semantics of sufficiency (\(\rightarrow\)) and would-conditionals (\(>\)), repeated in (4).

\[
(4) \quad \text{Where } M = (S, \leq, A, P, \cdot |) \text{ is a model, } w \text{ a world of } M, \ t \text{ the intervention time and } s \text{ the selection function,}
\]

\[
M, w, t \models A \rightarrow C \iff \text{mh}_{P, t}(w, A) \cap |A| \subseteq |C|
\]

\[
M, w, t, s \models A > C \iff s(w, \text{mh}_{P, t}(w, A) \cap |A|) \in |C|
\]

Our main contribution in this section is to show that we can see interventions in structural causal models as a special case of sufficiency. More precisely, given a structural causal model \(M\), context \(\tilde{u}\) for \(M\) and intervention \(X = x\), we will construct a model \(M'\) in our framework, world \(w\) and intervention time \(t\) such that \([X = x]Y = y\) is true at \(M, \tilde{u}\) just in case \(X = x \rightarrow Y = y\) is true in \(M'\) at \(w\) at \(t\).

While we have spoken of interventions as a special case of sufficiency, the point applies to would-conditionals as well. Recall that the difference between sufficiency and would-conditionals is one of modal force: sufficiency quantifies universally over a set worlds while would-conditionals select a single world from this set. This difference will turn out not to matter when we restrict attention to recursive structural causal models (as we do in this section), since in recursive structural causal models the outcomes are interventions are unique. That is, given a recursive structural causal model \(M\) and a context \(\tilde{u}\) for \(M\), each intervention \(X = \tilde{x}\) returns a single assignment of values to the variables; namely, \((\tilde{u}, \tilde{x}, \tilde{v})\) where \(\tilde{v}\) is the unique setting of the exogenous variables satisfying the equations in \(M_{X = \tilde{x}}\).

Let \(M = (U, V, R, F)\) be a recursive structural causal model and \(X\) some variables of \(M\). We construct a model in our framework, what we may call the complete dynamic interpretation of \(M\), \(M' = (S_M, \leq_M, \mathcal{A}_M, P_{M, X = \tilde{x}}, \cdot |_M)\) as follows.

- **The state space.** A state of \(M\) is an assignment of values to some of \(M\)'s variables. A state \(s\) is part of state \(s'\) just in case \(s\) assigns the same value as \(s'\) to all of the variables that receive a value in \(s\). For example, the state that assigns \(Y = y\) is part of the state that assigns \((Y = y, Z = z)\).

\[
S_M = \{s : \tilde{Y} \rightarrow R(\tilde{Y}) \mid \tilde{Y} \text{ is a nonempty subset of } U \cup V\}
\]

\[
\leq_M = \subseteq
\]

- **Aboutness.** A sentence \(\tilde{Y} = \tilde{y}\) is about state \(s\) just in case \(s\) assigns a value to all and only the variables in \(\tilde{Y}\).

\[
\mathcal{A}_M = \{(\tilde{Y} = \tilde{y}, s) \mid s : \tilde{Y} \rightarrow R(\tilde{Y})\}
\]
• **Nomic possibility.** Recall that *world* of $M$ is a sequence of states of $M$, $(s_0, s_1, \ldots)$ of $M$. A world of $M$ is nomically possible just in case it is possible in the dynamic interpretation of $M_{\vec{x} = \vec{x}}$ where we fix the exogenous variables. So where $(P^+, P^-)$ is the dynamic interpretation of $M_{\vec{x} = \vec{x}}$,

$$P_{M, \vec{x} = \vec{x}} = P^+_{\text{fixExo}}$$

• **The interpretation function.** For any variable $Y$ and value $y$, $Y = y$ is true at a world just in case $Y$ eventually settles on value $y$ at that world. That is, $Y = y$ is true at $(s_0, s_1, \ldots)$ just in case there is a time $t$ such that $s_t(Y) = y$ for all $t' \geq t$.\(^{27}\)

$$|Y = y|_M = \{(s_0, s_1, \ldots) \in \text{worlds}(M) : \text{for some } t, s_t(Y) = y \text{ for all } t' \geq t\}$$

The idea behind this definition is to give the structural equations enough time to work out the value of each variable. We extend the interpretation function to Boolean combinations of variable assignments in the usual way; for example, $Y = y \lor Z = z$ is true at a world just in case $Y = y$ or $Z = z$ is true at the world, and so on.

All of the choices above are fairly natural. Under these constraints on the model, interventions fall out as a special case of sufficiency, as shown by the following theorem. We work out an example below.

**6.6. Theorem.** Let $M$ be a recursive structural causal model, $\vec{u}$ a setting of the exogenous variables, $\vec{X} = \vec{x}$ an assignment of values to some variables and $\varphi$ a Boolean combination of assignments of values to variables. Let $M' = (S_M, \leq_M, \mathcal{A}_M, \cdot |_M, P_{M, \vec{X} = \vec{x}})$ be defined as above. Let $w$ be any world of $M'$ and $t$ any moment of $w$ such that $t(\vec{U}) = \vec{u}$. Then

$$M, \vec{u} \models [\vec{X} = \vec{x}] \varphi \quad \text{if and only if} \quad M', w, t \models \vec{X} = \vec{x} \gg \varphi.$$  

**Proof.** ($\Rightarrow$) Suppose $M_{\vec{X} = \vec{x}}, \vec{u} \models [\vec{X} = \vec{x}] \varphi$. For any assignment of values $\vec{z}$, let $\vec{z}_{-\vec{X}}$ be the restriction of $\vec{z}$ to the values not in $\vec{X}$. Since $M$ is recursive, there is a unique setting of the variables $(\vec{u}_{-\vec{X}}, \vec{x}, \vec{v}_{-\vec{X}})$ extending $\vec{u}_{-\vec{X}}$ that satisfies the structural equations of $M_{\vec{X} = \vec{x}}$. And as $M_{\vec{X} = \vec{x}}, \vec{u} \models [\vec{X} = \vec{x}] \varphi$, $\varphi$ is true in $(\vec{u}_{-\vec{X}}, \vec{x}, \vec{v}_{-\vec{X}})$.\(^{27}\)

\(^{27}\)Note we do not define that $Y = y$ is true at a world $w$ just in case it is true at the equilibrium states of $w$, where for any world $w = (s_t, s_1, \ldots)$, we say $s_t$ is an *equilibrium state* of $w$ just in case $s_t(X) = s_{t'}(X)$ for all $X \in V$ and $t' \geq t$. Consider the structural causal model $X_0 \rightarrow X_1 \rightarrow X_2 \rightarrow \cdots$ where for all $n \in \mathbb{N}$, $X_{n+1} = X_n$. Intuitively we do not need transfinite time to give this model a dynamic interpretation. Taking the worlds of this model to be of the form $(s_t)_{t \in \mathbb{N}}$, the world given by $(1, 0, 0, \ldots), (1, 1, 0, \ldots), (1, 1, 1, \ldots), \ldots$ does not have any equilibrium states, but every variable eventually settles on 1 in this world.
To show that $M', w, t \vDash \bar{X} = \bar{x} \gg \phi$, by our semantics of sufficiency in (4) we have to show that $mh_{P_M, \bar{X} = \bar{x}}(w, \bar{X} = \bar{x}) \cap |\bar{X} = \bar{x}|_M \subseteq |\phi|_M$. Pick any world $w' \in mh_{P_M, \bar{X} = \bar{x}}(w, \bar{X} = \bar{x}) \cap |\bar{X} = \bar{x}|_M$. By our definition of the modal horizon in (3), $w'$ is of the form $w_{=t} \bowtie w'_{=t'}$ for some $(\bar{X} = \bar{x})$-variant $t'$ of $t$, $t' \in w'$ and $w' \in P_{M, \bar{X} = \bar{x}}$. We show that $w' \in |\phi|_M$.

Recall from chapter 3 that for any state $t'$, $t'$ is an $(\bar{X} = \bar{x})$-variant of $t$ just in case every part of $t$ that does not overlap any state $\bar{X} = \bar{x}$ is about is part of $t'$. Let $s : \bar{U}_{\bar{X}} \rightarrow R(\bar{U}_{\bar{X}})$ be the state assigning $\bar{u}_{\bar{X}}$ to the exogenous variables not in $\bar{X}$. By definition of the aboutness relation $A_M$, the sentence $\bar{X} = \bar{x}$ is not about $s$, so $s$ is part of $t'$. That is, $t'(\bar{U}_{\bar{X}}) = \bar{u}_{\bar{X}}$. By construction, $w'$ is of the form $(s_0, s_1, \ldots)$ where $s_0 = t'$. Since $w' \in P_{M, \bar{X} = \bar{x}}$, $w'$ is nomically possible according to the dynamic translation of $M_{\bar{X} = \bar{x}}$ where we fix the exogenous variables. Then as $s_0(\bar{U}_{\bar{X}}) = \bar{u}_{\bar{X}}$, also $s_1(\bar{U}_{\bar{X}}) = \bar{u}_{\bar{X}}$. And since the equation in $M_{\bar{X} = \bar{x}}$ for each $X$ in $\bar{X}$ is $x = X$, $s_1(X) = f_X(s_0(PA_X)) = x$. Thus $s_1(\bar{U}_{\bar{X}}, \bar{X}) = (\bar{u}_{\bar{X}}, \bar{x})$. That is, $(\bar{U}_{\bar{X}}, \bar{X}) = (\bar{u}_{\bar{X}}, \bar{x})$ is true at the first state of the path $(s_1, s_2, \ldots)$. Also, this path is in $P_{fixExo}^+$, and $\phi$ is true at $(\bar{u}_{\bar{X}}, \bar{x}, \bar{v}_{\bar{X}})$. Then by Proposition 6.5.3, $\phi$ is eventually true at $(s_1, s_2, \ldots)$.

Note that for any path $p$, if $\phi$ is eventually true at $p$ then $\phi$ is also eventually true at $p' \bowtie p$ for any path $p'$, where $\bowtie$ denotes concatenation. Since $w' = w_{=t} \bowtie w'_{=t'} = w_{=t} \bowtie s_0 \bowtie (s_1, s_2, \ldots)$, $\phi$ is eventually true at $w'$, that is, $w' \in |\phi|_M$.

$(\Leftarrow)$ Suppose $M_{\bar{X} = \bar{x}}, \bar{u} \not\vDash [\bar{X} = \bar{x}]\phi$. Since $M$ is recursive, the effects of interventions in $M$ are unique, so $M_{\bar{X} = \bar{x}}, \bar{u} \vDash [\bar{X} = \bar{x}]\neg\phi$. By the $(\Rightarrow)$ direction, $M', w, t \vDash \bar{X} = \bar{x} \gg \neg\phi$. By construction of $M'$, clearly $mh_{P_M, \bar{X} = \bar{x}}(w, \bar{X} = \bar{x}) \cap |\bar{X} = \bar{x}|_M$ is nonempty. So $M', w, t \not\vDash \bar{X} = \bar{x} \gg \phi$. \hfill $\square$

Here is an example to illustrate the theorem. Consider two switches connected to a light. We may represent this system as a structural causal model, depicted in Figure 6.34 together with its dynamic interpretation with the exogenous variables fixed. (As usual, a world is nomically possible just in case it is a directed path through the figure). Our construction does not take the dynamic interpretation of this model; rather, it takes the dynamic interpretation of the post-intervention model, still with the exogenous variables fixed, shown in Figure 6.35.

Say we are in a context where switch 1 is down, switch 2 is up, and the light is off. Intervening to set switch 2 down results in a state where the light is on: $M, \bar{u} \vDash [S_2 = 1]L = 1$. We replicate this with sufficiency using the construction of the model $M'$ in our framework. Pick any moment $t$ where the exogenous variables have values $\bar{u}$; say $t$ assigns $(S_1 = 1, S_2 = 0, L = 0)$. By our construction of aboutness in $M'$, the sentence $S_2 = 1$ is not about the states $S_1 = 1$ or $L = 0$. So the $(S_2 = 1)$-variants of $t$ are $(S_1 = 1, S_2 = 0, L = 0)$ and $(S_1 = 1, S_2 = 1, L = 0)$. We then consider all the worlds containing these
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\[ L = S_1 \wedge S_2 \]

Figure 6.34: An AND gate as a structural causal model (left) and its dynamic interpretation with the exogenous variables fixed (right).

\[ S_2 = 1 \]

Figure 6.35: The intervened model \( M_{S_2=1} \) (left) and its dynamic interpretation with the exogenous variables fixed (right).
states that are nomically possible in the dynamic interpretation of $M_{S_2=1}$ with the exogenous variables fixed. As Figure 6.35 shows, there are two such worlds. At every world in the modal horizon, the light eventually turns on and stays on forever. So $mh_{P,t}(w, S_2 = 1) \subseteq |L = 1|_M$. A fortiori, $mh_{P,t}(w, S_2 = 1) \cap |S_2 = 1|_M \subseteq |L = 1|_M$, so $M', w, t \models S_2 = 1 \gg L = 1$. This shows that the intervention claim $[S_2 = 1]L = 1$ in the structural causal model $M$ falls out as a special case of the sufficiency claim $S_1 = 1 \gg L = 1$; namely, as sufficiency in the model $M'$ we constructed in our framework.

6.6.1 From sufficiency to would-conditionals

Since interventions in recursive structural causal models are unique, we can use Theorem 6.6.1 to also show that interventions are also a special case of our semantics of would-conditionals: for any selection function $s$ we have

$$M_{X = \bar{x}}, \bar{u} \models [\bar{X} = \bar{x}]\varphi \quad \text{if and only if} \quad M', w, t, s \models \bar{X} = \bar{x} > \varphi$$

where $M$, $\bar{u}$, $\bar{X} = \bar{x}$, $\varphi$ and $M'$ are given as stated in Theorem 6.6.1. The left-to-right direction follows since sufficiency entails the corresponding would-conditional.

$$M_{X = \bar{x}}, \bar{u} \models [\bar{X} = \bar{x}]\varphi \quad \Rightarrow \quad M', w, t \models \bar{X} = \bar{x} \gg \varphi \quad \text{(Theorem 6.6.1)}$$

$$M', w, t, s \models \bar{X} = \bar{x} > \varphi \quad \Rightarrow \quad M', w, t \models \bar{X} = \bar{x} \gg \varphi \quad \text{($\gg$ entails $>$)}$$
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The right-to-left direction follows, as above, from the fact that in recursive structural causal models the effects of interventions are unique.

\[ M_{\overline{X} = \overline{x}}, \overline{u} \models [\overline{X} = \overline{x}]\varphi \]
\[ \Rightarrow M_{\overline{X} = \overline{x}}, \overline{u} \models [\overline{X} = \overline{x}]\neg\varphi \]  
\[ \text{ (M is recursive)} \]
\[ \Rightarrow M', w, t \models \overline{X} = \overline{x} \gg \neg\varphi \]  
\[ \text{ (Theorem 6.6.1)} \]
\[ \Rightarrow M', w, t, s \models \overline{X} = \overline{x} \gg \varphi \]  
\[ \text{ (The modal horizon is nonempty)} \]

6.6.2 Comparing interventions and would-conditionals

We have seen that interventions claims in structural causal models fall out as a special case of sufficiency claims and would-conditionals in our framework; namely, when we construct our model \( M' \) according to the constraints above. In general, our framework does not have to adhere to these. Here are three cases showing how our framework goes beyond these constraints.

**Simplification 1. The state space of \( M' \) has a variable structure.** In the model \( M' \) we constructed from a structural causal model, the state space is generated by a set of variables. In section 3.4.3 we saw some examples of state spaces without a variable structure (e.g., the state space representing an object’s colour and material) and showed that our framework makes reasonable predictions in these cases.

**Simplification 2. The aboutness relation of \( M' \) ignores nomic relevance.** Consider the following scenario, due to Hiddleston (2005). If the cannon is lit, there is a simultaneous flash and bang. Actually, the cannon was not lit, there was no flash, and no bang.

\[ (5) \text{ If there had been a flash, there would have been a bang.} \]

Hiddleston observes that (5) is intuitively acceptable. Figure 6.37 presents a plausible structural causal model and context representing Hiddleston’s scenario, as well as the result of intervening to set there to be a flash.

As we see, this model incorrectly predicts (5) to be false.\(^{28}\)

In contrast, under plausible assumptions our semantics of would-conditionals from chapter 3 predicts (5) to be true. In section 3.7.1 we discussed the relationship between nomic relevance and aboutness. A plausible principle is the minimal nomic relevance constraint: for any sentence \( A \) and situation \( s \), if \( s \) is minimally

\(^{28}\)Though for a recent account of backtracking conditionals within structural causal models, see Kügelgen, Mohamed, and Beckers (2022).
nomically relevant to \( A \) then \( A \) is about \( s \).\(^{29}\) The state of the cannon not being lit is minimally nomically relevant to \textit{There was a flash}, since in every nomically possible world containing this state the sentence is false. So by the minimal nomic relevance constraint, \textit{There was a flash} is about the state of the cannon being lit. Then when we imagine there being a flash, we remove the state of the cannot not being lit. In every nomically possible world where there is a flash, the cannot was lit and there is a bang. Thus the minimal nomic relevant constraint, paired with our analysis of \textit{would}-conditionals, correctly predicts (5) to be true.

**Simplification 3. The interpretation function of \( M' \) ignores utterance time.** Sufficiency and interventions have a different relationship with time. In a sufficiency claim \( X = x \gg \varphi \), we evaluate \( \varphi \) at worlds – sequences of states extended through time. This follows standard practice in possible-worlds semantics, which means we can take existing work on the semantics of tense and plug it directly into the present framework, via the model’s interpretation function.

In contrast, with an intervention \( [X = x] \varphi \), we evaluate \( \varphi \) at an assignment of values to variables. Any notion of time must be introduced by the variables themselves (say, by indexing variables with times, as in dynamic Bayesian networks; see Dagum, Galper, and Horvitz 1992). For a semantics of \textit{would}-conditionals using structural causal models to interact with existing work in natural language semantics we have to reconstruct the models of natural language semantics using the variables.

One feature of the interpretation function in natural language semantics which is absent from structural causal models is the use of an evaluation time. To illustrate, imagine a country where the parliament votes on bills: if a bill passes, it is signed into law on January 1st of the next year. We may represent this with the model on the right, where \textit{Voter} \( i \) represents how \( i \)

\(^{29}\)Recall that a situation \( s \) is \textit{nomically relevant} to a sentence \( A \) just in case \( A \) is true at every nomically possible world containing \( s \), or \( A \) is false at every nomically possible world containing \( s \), or \( A \) is true at every nomically possible world not containing \( s \), or \( A \) is false at every nomically possible world not containing \( s \). And \( s \) is \textit{minimally nomically relevant} to \( A \) just in case \( s \) is nomically relevant to \( A \) and no proper part of \( s \) is nomically relevant to \( A \).
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votes, Result whether the bill receives a majority and Ratification whether it is signed into law.

Suppose it is September. The parliament has just voted on a bill which failed by one vote. Alice did not vote for the bill. Consider (6), uttered in September.

(6) a. If Alice had voted for the bill, it would be law.
   b. If Alice had voted for the bill, it would become law.

(6a) is intuitively false, implying that the bill would be law at the time of utterance, while (6b) is intuitively true, implying that the bill would be law in the future. This is an instance of a general pattern in tense–modal interaction. Modals, such as might and would, interact differently with statives (e.g. be law) and eventives (e.g. become law), as illustrated in (7) from Condoravdi (2002).

(7) a. He might be sick.
   b. He might get sick.

Condoravdi (2002) accounts for the contrast by proposing that modals set their time of evaluation to the interval beginning at utterance time and extending indefinitely into the future, and that eventives (e.g. get sick) require the described event to take place within the evaluation time. On the other hand, (6a) shows that statives under modals do not shift the evaluation time. This account of course requires appeal to an evaluation time, which the interpretation function $\cdot | M$ ignores, but in general the interpretation function $\cdot |$ may take into account.

6.6.3 Probabilistic dynamic interpretations

We can also give a probabilistic version of the dynamic interpretation. This will allow us to give a dynamic interpretation of Bayesian networks, interpreting any Bayesian network as a discrete time Markov chain.

Let us first introduce some terminology. Where $G = (V, E)$ a directed acyclic graph, for any $X, Y \in V$ let us say that $X$ is a parent of $Y$ just in case $(X, Y) \in E$ and that $Y$ is a descendant of $X$ just in case there is a directed path from $X$ to $Y$ (that is, the descendent relation is the transitive closure of the parent relation).

6.6.2. Definition (Bayesian network (Pearl 1988)). Let $V$ be a set of variables, $G = (V, E)$ a directed acyclic graph and $P$ a joint probability distribution over $V$. We say $(V, E, P)$ satisfies the Markov condition just in case every variable is independent of its non-descendants conditional on its parents:

$$P(x \mid pa_X, nd_X) = P(x \mid pa_X)$$

for every value $x$ of $X$, value $pa_X$ of $X$’s parents and value $nd_X$ of $X$’s non-descendants. $(V, E, P)$ satisfies the minimality condition just in case for no $E' \subseteq

\footnote{For an overview of tense–modal interaction see Fălfău and Laca (2020).}
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E does \((V, E', P)\) satisfy the Markov condition. Lastly, \((V, E, P)\) is a Bayesian network just in case it satisfies the Markov and minimality conditions.

If \(P\) is Markov relative to \(G\), then by the chain rule we can express the probability of a variable assignment in terms of the probabilities of its parents like so:

\[ P(x_0, x_1, \ldots) = \prod_i P(x_i \mid pa_{X_i}) \]

Here is a slightly different way to write this equation. Where \(s : V \to R(V)\) is an assignment of values to the variables, we may write it as:

\[ P(s) = \prod_i P(s(X_i) \mid s(PA_{X_i})) \]

Notice that for each variable \(X\) the equation uses the value of its parents at a state to determine the value of the variable at that same state. Sometimes, however, we wish to reason across states. For example, we often wish to determine the probability of a future event in light of current information. If we take states to represent the value of the variables at a given moment in time, the above expression gives us a way to calculate the probability that we are currently in a particular state, but does not give us a way to calculate future probabilities from present information.

Suppose we interpret the graph of a Bayesian network as expressing dependence in time, whereby the probability of a variable having a certain value at one moment is determined by the values of its parents at the previous moment. Then we can determine the probability of one state \(s\) transitioning into a state \(t\) as follows.

\[ P_s(t) = \prod_i P(t(X_i) \mid s(pa_{X_i})) \]

Figure 6.38 illustrates this result of this equation for a Bayesian network \(X \to Y\) with two binary variables.

One can extend \(P_s\) to sets of states by putting \(P_s(T) = \sum_{t \in T} P_s(t)\) for any set of states \(T\). It turns out that \(P_s\), defined in this way, is still a probability distribution, which we show now.

6.6.3. FACT. Let \(V = \{X_1, \ldots, X_n\}\) be a set of variables, each with range \(R(X_i)\) and let \(G = (V, E)\) a directed acyclic graph. Let \(S = \{s \mid s : V \to R(V)\}\) be the set of assignments of values to variables, and \(P : S \to [0, 1]\) be probability distribution that is Markov relative to \(G\). For any \(s, t \in S\), define \(P_s(t) = \prod_i P(t(X_i) \mid s(PA_{X_i}))\) and \(P_s(T) = \sum_{t \in T} P_s(t)\) for any set of states \(T\). Then for any \(s \in S\), \(P_s : P(S) \to [0, 1]\) is a probability distribution.

PROOF. Clearly \(P_s(T)\) is non-negative for any set of states \(T\).
We show $P_s(S) = 1$ by induction on the number of variables in the graph. **Base case.** Let $n = 1$. Then $P_s(S) = \sum_{t \in S} P_s(t) = \sum_{t \in S} P(t(X) \mid \emptyset) = \sum_x P(x) = 1$.

**Induction step.** Since $n$ is finite and the graph is acyclic, there is a variable $X_n$ without any children. Let $V_0 = V \setminus \{X_n\}$ and $E_0 = E \cap (V' \times V')$ and $P'$ the restriction of $P$ to $V'$; that is, $S' = \{s \mid s : V' \to R(V')\}$ and $P' : S' \to [0,1]$ where $P'(x_0, \ldots, x_{n-1}) = P(x_0, \ldots, x_{n-1})$ for all $x_0, \ldots, x_{n-1} \in R(V')$. And since $X_n$ does not have any children, $s(pd_{X_n}) = s(pa_{X_n})$ for any $X_i \in V'$, where $pd_{X_i}$ is the set of $X_i$'s children in $G'$. Since $(V, E, P)$ is a Bayesian network, clearly $(V', E', P')$ is too. Then by induction hypothesis, $\sum_{t \in S'} P_s(t) = \sum_{t \in S'} \prod_{i=1}^n P(t(X_i) \mid s(pa_{X_i})) = 1$. Thus

$$\sum_{t \in S} P_s(t) = \sum_{t \in S} \prod_{i=1}^n P(t(X_i) \mid s(pa_{X_i}))$$

$$= \sum_{x_n} \left( P(x_n \mid s(pa_{X_n})) \cdot \sum_{t \in S'} \prod_{i=1}^{n-1} P(t(X_i) \mid s(pa_{X_i})) \right)$$

$$= \sum_{x_n} P(x_n \mid s(pa_{X_n})) \cdot 1$$

$$= 1$$

Additivity follows by definition: for any disjoint sets of states $T, U$, $P_s(T \cup U) = \sum_{t \in T \cup U} P_s(t) = (\sum_{t \in T} P_s(t)) + (\sum_{u \in U} P_s(u)) = P_s(T) + P_s(U)$. \qed

## 6.7 Dense causal chains

The dynamic interpretation provides a way to translate structural causal models and Bayesian networks into the present modelling framework. The question naturally arises whether one can go the other way. Is every model in our framework
the dynamic interpretation of a structural causal model or Bayesian network? In section 6.6.2 we have already seen that this is not the case. Our modelling framework enjoys greater generality: it works with state spaces that do not have a variable structure, allows aboutness relations that predict backtracking readings of conditionals, and adopts a more general interpretation function from possible worlds semantics (rather than an interpretation function based on eventual truth). So far we have not discussed this issue for nomic possibility. Does our framework have a more general notion of nomic possibility than that provided by structural causal models and Bayesian networks?

This question is relevant since some have proposed that structural causal models and Bayesian networks provide a fully general framework in which to represent causal dependence. In the provocatively titled paper ‘Bayesian Nets Are All There Is To Causal Dependence’, Wolfgang Spohn argues that “In the final analysis it is the all-embracing Bayesian net representing the whole of reality which decides about how the causal dependencies actually are” (Spohn 2001, reprinted as Spohn 2009). Spohn later adds the caveat that

it is not wholly true that Bayesian nets exhaust all there is to the notion of causal dependence. I have hardly addressed the relation between time and causation and not at all the relation between space and causation, and both add considerably to the notion of causal dependence, i.e., to how the all-embracing Bayesian net has to look in the final analysis.

Though here Spohn still seems to think that the final analysis will be expressed in terms of an all-embracing Bayesian net.

In this section we show that this is mistaken. Our framework has a strictly more general notion of nomic possibility than that provided by structural causal models and Bayesian networks. There are some scenarios whose nomic possibilities can be expressed in our framework but cannot be expressed by any structural causal model or Bayesian network.

The expressive limitation we will discuss has been present right from the birth of causal inference in statistics. The first sentence of Sewall Wright’s landmark paper ‘Correlation and Causation’ in 1921 reads:

The ideal method of science is the study of the direct influence of one condition on another in experiments in which all other possible causes of variation are eliminated.

(Wright 1921:557)

Notice Wright’s focus on direct influence. The focus lives on today. For example, Greenland and Pearl (2011:208–09) write,

In causal diagrams, an arrow represents a “direct effect” of the parent on the child, although this effect is direct only relative to a certain
level of abstraction, in that the graph omits any variables that might mediate the effect.

Notice that Wright, Greenland and Pearl focus on direct influence. This focus is perfectly legitimate for the discrete systems that concerned Wright, such as the population dynamics of guinea pigs. But given this focus on direct dependence, expressive limitations are inevitable. For instance, when one represents space and time as dense – in the sense that between any two points there is a third – it is natural to suppose that the effect of any point on another is mediated through infinitely many points between them. In this case the causal relationships are always mediated and are therefore, fundamentally, indirect. Causal relationships in dense systems cannot be analysed in terms of direct dependence, at least not without modifying the scenario abstracting the density away.

The rest of this chapter is dedicated to showing that this intuitive argument translates into impossibility results. That is, we define what it would mean for a structural causal model or Bayesian network to represent dense causal dependence, and prove that no structural causal model or Bayesian network does so. Though before we move on, let us briefly address the issue of whether there are actual cases of dense causal dependence.

### 6.7.1 The reality of dense dependence

Loosely, to say that a causal relation is dense is to say that the causal influence of one event on another is mediated by infinitely many events located between them.\(^{31}\)

Our intuitive picture of the world is filled with dense causal dependence. This is a consequence of two everyday assumptions. First, that the dimensions of space and time are dense, that is, between any two points in space or time there is a point between them. Second, that causal dependence is local: any causal influence from a cause to its effect passes continuously through the space and time between them. These ideas also appear in physics, where dimensions are represented as real numbers under their usual ordering – which is dense – and where there is broad support for the principle of locality, which says, intuitively, that any point in space is influenced only by its immediate surroundings.\(^{32}\) Together, density and locality imply the existence of dense causal dependence.

---

\(^{31}\) The property of dense causal dependence will be formulated precisely later in the chapter.

\(^{32}\) The principle of locality is satisfied in classical mechanics, classical electrodynamics, and relativity, though is taken to be inconsistent with a realist view of quantum mechanics assuming Bell’s inequality. While locality is taken by many to be inconsistent with a realist view of quantum mechanics given Bell’s inequality (though this is disputed; see Goldstein et al. 2011), the vast majority of phenomena studied within quantum mechanics do operate locally, and are represented in dense dimensions. One would expect causal models to be able to represent the causal relations that hold in such systems. Nonetheless, one does not need locality to be universally valid to demonstrate the expressive limitation of Bayesian networks and structural causal models. The proofs to follow show that Bayesian networks and structural causal models
Of course physicists may well find reasons to believe that spacetime is not dense after all (the Planck length could turn out to be the shortest possible length), or that locality is violated (as some believe in light of Bell’s results). But there is an argument that regardless of whether the world actually contains any dense causal dependence, causal models should be able to represent dense causal dependence. The argument is that causal models should to be able to capture all instances of causal reasoning, even about nonactual possibilities. It is conceivable that the world contains instances of dense causal dependence; we seem, moreover, perfectly capable of reasoning about causation in such a world. If one believes that causal models should be able to represent our reasoning about dense causal dependence, the expressive limitation of Bayesian networks and structural causal models stands.

6.7.2 An example: a light system

To ground our discussion to come, let us fix a particular example of dense dependence. Consider a torch that produces a beam of light. Since light moves, whether a particular point in space is illuminated at a given time depends on the points around it.

For instance, if a point \( x \) in space is illuminated at time \( t \) then for any \( y > x \), \( y \) will be illuminated at \( t + \frac{y-x}{c} \), where \( c \) is the speed of light and \( y-x \) the distance between \( x \) and \( y \) along the trajectory of the beam. The situation is illustrated in Figure 6.39, where the light turns on at time \( t \) and \( l \) is the point in space where the beam begins.

![Figure 6.39: Turning on the light at time \( t \)](image)

The dots between the lines are designed to show that space and time in the system are dense. The two states of the system depicted are just two snapshots in the continuous flow of time, with the light from \( x \) reaching infinitely many points before reaching \( y \).

---

cannot represent any instance of dense causal dependence. Thus, as long as dimensions are assumed to be dense and locally is not violated everywhere, we have an scenario whose causal structure cannot be represented by Bayesian nets or structural causal models.
The states of the system can be represented by binary variables. For each point in space \( x \) and point in time \( t \) we need a variable representing whether the location \( x \) is light (1) or dark (0) at that time. For convenience, we will assume that space in the system is one-dimensional, existing only along the trajectory of the beam. Then let \( T \) be a set representing points in time and let \( X \) be a set representing points in space (e.g. \( T \) and \( S \) could each be a copy of the real numbers). Our set of variables will be \( \{x_t : x \in S, t \in T\} \) (we assume that the state of the torch is represented by the point \( x = 0 \)).

6.7.3 Dense causal chains in the present framework

The present framework can straightforwardly represent the causal relations holding in this system. Let \( x \) and \( y \) be points in space with \( y > x \), and \( t \) and \( t' \) times with \( t' = t + \frac{y-x}{c} \). Suppose that \( x \) was lit at \( t \) and \( y \) was lit at \( t' \). Consider:

\[
\begin{align*}
(8) & \quad \text{a. Point } x \text{ being lit at } t \text{ caused } y \text{ to be lit at } t'. \\
& \quad \text{b. Point } y \text{ was lit at } t' \text{ because } x \text{ was lit at } t.
\end{align*}
\]

(8) are intuitively true. To account for this in the framework we have proposed we first need a model: a state space, aboutness relation, nomic possibility and interpretation function.

**Model.** The construction is straightforward. We create our state space in the usual way. For each time \( t \), a state is an assignment \( s_t : S' \rightarrow \{0, 1\} \) where \( S' \subseteq S \). That is, each state \( s_t \) determines for some points in space whether or not they are lit at \( t \). As before, state \( s \) is part of state \( s' \) just in case \( s \subseteq s' \). We assume that the sentence \( x_t = 1 \) is about the state assigning \( s_t \) that assigns \( s_t(x) = 1 \) and does not determine the value of any other points (the sentence may also be about other states, but this is all we need).

A world is a sequence of maximal states: assignments of 0 or 1 to each point in space. A world is nomically possible just in case for any points in space \( x \) and \( y \) and times \( t \) and \( t' \) such that the light at \( x \) at \( t \) can reach \( y \) at \( t' \) (i.e. \( t' = \frac{y-x}{c} \)), if \( x \) is lit at \( t \), \( y \) is lit at \( t' \), and if \( x \) is not lit at \( t \), \( y \) is not lit at \( t' \).

\[
W = \{(s_t)_{t \in T} \mid s_t : S \rightarrow \{0, 1\} \text{ for all } t \in T\}
\]
\[
P = \{(s_t)_{t \in T} \in W \mid s_t(x) = s_{t'}(y) \text{ for all } x, y \in S \text{ and } t, t' \in T \text{ with } t' = \frac{y-x}{c}\}
\]

This is illustrated in Figure 6.40, where space lies on the horizontal axis and time flows from top to bottom.

Finally, we assume that \( y_{t'} = 1 \) is true at a world \((s_t)_{t \in T}\) just in case \( s_{t'}(y) = 1 \).

**Meanings.** Now that we have a model, we can apply our semantics of *cause* and *because* to predict the truth values of (8). We have to check the positive
condition, that \( x \) being lit at \( t \) was sufficient for that to produce \( y \) to be lit at \( t' \), and the negative condition, that \( x \) not being lit at \( t \) is not sufficient for that to produce \( y \) to be lit at \( t' \).

*The positive condition.* There is only one ‘way’ for \( x \) to be lit at \( t \), and the system is deterministic, so in this case sufficiency reduces to mere truth: \( x_t = 1 \) was sufficient for that to produce \( y_{t'} = 1 \) just in case \( x_t = 1 \) indeed produced \( y_{t'} = 1 \). So let us show this: \( x \) being lit at \( t \) produced \( y \) to be lit at \( t' \).

Recall our analysis of production from chapter 5. \( x_t = 1 \) produced \( y_{t'} = 1 \) just in case there is a chain of dependence from \( x_t = 1 \) to \( y_{t'} = 1 \); more precisely, just in case there is a chain of propositions, convex in time, that begins with \( x_t \) and ends with \( y_{t'} \), where for each proposition on the chain \( p_{t''} \), there is a previous one on the chain \( q_{t'''} \) such that \( \neg q_{t'''} \) is sufficient for \( \neg p_{t''} \) for all \( t''' \) with \( t''' \leq t'' \leq t' \), with \( t''' \) the intervention time.

Consider the spacetime points on the chain between \( x_t \) and \( y_{t'} \): our chain is \( C = \{z_{t''} = 1 : t \leq t'' \leq t' \text{ and } t''' = \neg z/c\} \), as illustrated in Figure 6.41.

Pick any \( (z_{t''} = 1) \) on the chain. For any \( (u_{t''' = 1}) \) on the chain between \( x_t = 1 \) and \( z_{t''} = 1 \), \( u_{t''' = 0} \) is sufficient for \( z_{t''} = 0 \), where \( t''' \) is the intervention time. The sentence \( u_{t''' = 0} \) is about the state of point \( u \) being lit at \( t''' \), so we remove that state and consider the state of the world at that time where \( u \) is not lit. In every nomically possible future of this moment, \( z \) is not lit at \( t'' \) (see Figure 6.42). Thus the dependence required by production is established.
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The only \( u_{t''} = 0 \)-variant of the world at \( t'' \) where \( u_{t''} = 0 \)

A nomically possible future of the world at \( t'' \)

Figure 6.42: Illustrating that \( u_{t''} = 0 \) is sufficient for \( z_{t''} = 0 \).

The negative condition. We have to show that \( x_t = 0 \) is not sufficient for \( x_t = 0 \) to produce \( y_{t'} = 0 \). It is enough to show that if \( x \) had not been lit at \( t \), \( y \) would not have been lit at \( t' \) (this follows from factivity of production: if \( y \) is not lit at \( t' \), then nothing produced it to be lit at \( t' \)). Given the nomically possibilities, this is clear: at every possible future of every \( (x_t = 0) \)-variant of the world, \( y_t = 0 \). The present framework therefore correctly predicts (8) to be true.

Our model also captures the fact that the causal chain from any point \( x_t \) to \( y_{t'} \) is dense: the influence from \( x_t \) to \( y_{t'} \) must ‘pass through’ the points between them, in the sense that there is another point \( z \) and time \( t_{00} \) with \( t < t_{00} < t \) such that (9) holds.

\[
(9) \quad \text{If } x \text{ were dark at } t, \text{ then if } z \text{ were still lit at } t_{00}, \text{ } y \text{ would still be lit at } t''.
\]

We will formalise (9) as \( x_t = 0 > (z_{t''} = 1 > y_{t} = 1) \). Interpreting sentences with nested conditionals such as (9) requires determining how the intervention time can evolve during the course of interpretation. There are two ways to go about this. The first is to put intervention times in the syntax (as free variables contributed, perhaps, by past tense morphology on the antecedent), which we can represent as \( x_t = 0 >_i (z_{t''} = 1 > y_t = 1) \), where \( i \) and \( i' \) are intervention times. The second option is to assume that the intervention time is a parameter of interpretation which, like parameters of interpretation in general, can evolve dynamically during the course of interpretation. For example, the utterance time may shift, as shown in (10a), and the modal horizon – that is, the set of possibilities at which we evaluate the consequent, which von Fintel (2001b) takes to be a parameter of interpretation that can evolve during the course of interpretation – may shift with nested conditionals, as shown in (10b).

\[
(10) \quad \begin{align*}
\text{a. } & \text{It’s not your birthday yet, it’s your birthday NOW!} \\
\text{b. } & \text{If kangaroos had no tails, then if they used crutches, they would not topple over.}
\end{align*}
\]

We need not decide between these two approaches here. The key takeaway is that interpreting nested conditionals can involve multiple intervention times. We will assume that when we interpret \( x_t = 0 \), we set the intervention time to \( t \), and
when we interpret \( z_{t''} = 1 \), we set the intervention time to \( t'' \). These seem to be natural assumptions. With them, we predict (9) to be true. At time \( t \), we find the \((x_t = 0)\)-variant of the state of the system at time \( t \) where \( x \) is dark, and then take the possible futures of this moment. When we get to \( t'' \), we take the \((z_{t''} = 1)\)-variant of the state of the system at time \( t'' \) where \( z \) is lit, and then take the possible futures of this moment. In each of these, \( y \) is lit at \( t' \), so (9) comes out true. This reasoning is illustrated in Figure 6.43.

Figure 6.43: Illustrating how the present approach predicts (9) to be true.

Since \( x_t \) and \( y_t \) were arbitrary, what we have shown is that for any \( x, y \in S \) and \( t, t' \in T \) there is a \( z \in S \) and \( t'' \in T \) where (9) is true.

Let us now see how structural causal models fare with dense causal chains.

6.7.4 The impossibility of dense causal chains in structural causal models

It appears to be impossible to represent dense causal chains with structural causal models. Here is a simple argument for this conclusion. Representing dense causal chains in structural causal models would appear to require satisfying the following property, what we call dense dependence.

**6.7.1. Definition (Dense dependence).** Let \( M \) be a structural causal model and \( Y \) a variable of \( M \). We say dependence is *dense* at \( Y \) iff for every parent \( X \) of \( Y \) there is a parent \( Z \) of \( Y \) such that

\[
\Pr_Y(\ldots, x, z, \ldots) = \Pr_Y(\ldots, x', z, \ldots)
\]

for all values \( x, x' \) of \( X \) and value \( z \) of \( Z \).

In other words, dependence is dense at \( Y \) just in case for every parent \( X \) of \( Y \), there is another parent \( Z \) of \( Y \) such that holding \( Z \) fixed cuts off any dependence between \( X \) and \( Y \).

Now recall that for any structural causal model \( M \), variable \( Y \) and variables \( X \), we say \( Y \) *depends on* \( X \) in \( M \) just in case there is a setting of \( Y \)'s parents such that changing the value of \( X \) results in a change in the value of \( Y \):
Proposition. No structural causal model has a variable \( Y \) such that

1. \( Y \) depends on some variables
2. Dependence is dense at \( Y \).

Proof. Suppose such a structural causal model existed. By (1), there is variable \( X \) with values \( x, x' \) and values \( o \) of the parents of \( Y \) other than \( X \) such that \( f_Y(x, o) \neq f_Y(x', o) \). And by (2), there is a parent \( Z \) of \( Y \) such that \( f_Y(x, z, o_{-z}) = f_Y(x', z, o_{-z}) \), where \( o_{-z} \) are the values in \( o \) other than \( z \). A contradiction follows:

\[
\begin{align*}
 f_Y(x, o) &\neq f_Y(x', o) \\
 (1) &\implies f_Y(x, z, o_{-z}) \\
 (2) &\implies f_Y(x, z, o_{-z}) = f_Y(x, o).
\end{align*}
\]

Here are some case studies to help illustrate the impossibility. Let \( y_t \) be a spacetime point from the light example. The parents of \( y_t \) are the points \( x_t \) such that the light from \( x \) at \( t \) can reach \( y \) at \( t \) (i.e., \( t' = v-x/c \)). Let’s consider some candidate structural equation for \( y_t \) and see how they fail.

\( \forall \) y_t \( = 1 \) just in case \( x_t = 1 \) for every parent \( x_t \) of \( y_t \).

Let \( x_t \) and \( z_{t'} \) be parents of \( y_{t'} \) with \( t < t' < t' \). Intuitively, intervening to make \( x \) dark at \( t \) and \( z \) lit at \( t' \) makes \( y \) lit at \( t' \): \([x_t = 0, z_{t'} = 1]y_{t'} = 1 \). But the universal rule wrongly predicts that \( y \) is dark at \( t' \) under this intervention.

\( \exists \) y_t \( = 1 \) just in case \( x_t = 1 \) for some parent \( x_t \) of \( y_t \).

Vice versa, intervening to make \( x \) lit at \( t \) and \( z \) dark at \( t' \) intuitively results in \( y \) being dark at \( t' \): \([x_t = 1, z_{t'} = 0]y_{t'} = 0 \). But the existential rule wrongly predicts that \( y \) is lit at \( t' \) under this intervention.

\( \exists y_t \) \( = 1 \) just in case there is a parent \( x_t \) of \( y_t \) such that \( z_{t'} = 1 \) for all parents \( z_{t'} \) of \( y_{t'} \) with \( t < t' < t' \).

Let \( x_t \) be a parent of \( y_{t'} \) and consider a context where every spacetime point in dark. After intervening to make \( x_t = 1 \), the rule above is compatible with the assignment of values to variables where \( x_t = 1 \) and for every parent \( z_{t'} \) of \( y_t \) with \( t < t' < t' \), \( z_{t'} = 0 \). In other words, the rule above allows that intervening to set \( x_t = 0 \) has no effect on any other variable.

\( \forall y_t \) \( = 1 \) just in case for every parent \( x_t \) of \( y_t \) there is a parent \( z_{t'} \) of \( y_{t'} \) with \( t < t' < t' \) such that \( z_{t'} = 1 \).

This rule faces the same problem as the \( \exists y_t \) rule: intervening to set \( x_t = 1 \) is compatible with a context where \( z_{t'} = 0 \) for all parents \( z_{t'} \) of \( y_{t'} \) with \( t < t' < t' \), in which case the intervention on \( x_t \) has no effect on any later variable.
6.7.5 The impossibility of dense causal chains in Bayesian networks

We can prove an analogous impossibility result for Bayesian networks. Recall the definition of Bayesian networks (Definition 6.6.2): a Bayesian network is a triple \((V, E, P)\) where \((V, E)\) is a directed acyclic graph and \(P\) a joint probability distribution over \(V\) that Markov and minimal with respect to \((V, E)\): every variable is independent of its non-descendants conditional on its parents, and this no longer holds if we remove any edges from the graph.

Given this definition, it is easy to see why Bayesian networks cannot represent dense causal chains. Let us first compare the two graphs in Figure 6.44.

\[
X \rightarrow Z \rightarrow Y \quad X \rightarrow Z \rightarrow Y
\]

\[
\Rightarrow X \perp Y \mid Z \quad \Rightarrow X \nparallel Y \mid Z
\]

Figure 6.44

The Markov implies condition that in the graph on the left, conditioning on the middle variable screens the variables on either side. Minimality implies that this does not hold in the graph on the right. Now, in a dense causal chain, dependence is always indirect: for any two variables, if \(X\) is a parent of \(Y\), we can always find an intermediate variable \(Z\) that cuts off the dependence between \(X\) and \(Y\). But then by minimality, \(X\) is not a parent of \(Y\). Since the chain is dense, we can always find an intermediate variable between any variable and \(Y\), so removing edges to satisfy minimality will lead to removing every edge into \(Y\) whatsoever, resulting in no dependence at all: if there are no edges into \(Y\), the Markov condition predicts \(Y\) to be independent of every other variable.

In general, any probability distribution representing a dense causal chain (such as the example in Figure 6.39) will intuitively have the following property, which we call dense dependence.

6.7.3. Definition. We define that a Bayesian network \((V, E, P)\) has dense dependence just in case there is a variable \(Y\) such that (i) \(Y\) has a parent, and (ii) for any parent \(X\) of \(Y\) there is another parent \(Z\) of \(Y\) such that

1. \(X\) and \(Y\) are independent conditional on any set containing \(Z\).
2. There is a directed path from \(X\) to \(Z\).

A simple impossibility result follows.

6.7.4. Proposition. No Bayesian network has dense dependence.
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**Proof.** Suppose there existed a Bayesian network \((V, E, P)\) with dense dependence. Then there is some variable \(Y\) with parents \(X\) and \(Z\) and a directed path from \(X\) to \(Z\).

Consider the graph \(G^* = (V, E \setminus \{(X,Y)\})\) that results from removing the edge \(X \to Y\) from \(G\). \(G^*\) is a proper subgraph of \(G\) since \((X,Y) \in E\). We show that \(P\) is Markov with respect to \(G^*\).

Note that every variable \(W\) other than \(Y\) has the same parents in \(G^*\) as in \(G\). And since there is a directed path from \(X\) to \(Y\), via \(X \to \cdots \to Z \to Y\), every variable has the same non-descendants in \(G^*\) as in \(G\). So to show that \(P\) is Markov with respect to \(G^*\) we only have to show that \(Y\) is independent of its non-descendants conditional on its parents in \(G^*\). Since \(X\) and \(Y\) are independent conditional on any set containing \(Z\), \(X\) and \(Y\) are independent conditional on the non-decedents and parents of \(Z\). Pick any value \(y\) of \(Y\), value \(nd^*_Y\) of \(Y\)'s non-descendants in \(G^*\) and value \(pa^*_Y\) of \(Y\)'s parents in \(G^*\). Then

\[
P(y \mid nd^*_Y, pa^*_Y) = P(y \mid nd_Y, pa_Y) = P(y \mid nd_Y, pa^*_Y, x) = P(y \mid nd_Y, pa^*_Y, x) = P(y \mid pa^*_Y, x) = P(y \mid pa^*_Y, x) = P(y \mid pa^*_Y, x)
\]

Thus \(P\) is also Markov with respect to \(G^*\). Since \(G^*\) is a proper subgraph of \(G\), \((V, E, P)\) violates minimality and is therefore not a Bayesian network.

\[\square\]

6.7.6 Diagnosing the difference between structural causal models and the present framework

Why can our framework represent dense causal chains, while structural causal models cannot? The difference comes down to the following: in our framework, dependence emerges from the interplay of sudden changes (i.e. considering the A-variants) and nomic possibility, while structural causal models encode dependence directly via structural equations.

To appreciate the difference between encoding dependence directly and taking it to be emergent, it is instructive to consider the case of Thomson’s lamp. Thomson (1954) imagines a being who can switch a lamp on and off with incredible speed. At time 0 the lamp is on. At the one-minute mark they switch it off (assume for simplicity that the lamp turns on instantaneously; if we do not wish to make this assumption we may simply add some delay between a change in the switch and a change in the lamp). Thirty seconds later they switch it on again, fifteen seconds after that they switch it off again, and so infinitely on. Thomson
then asks: after the being has completed infinitely many switches, i.e. at the two-minute mark, is the lamp on or off?

Thomson reasons as follows.

It seems impossible to answer this question. It cannot be on, because I did not ever turn it on without at once turning it off. It cannot be off, because I did in the first place turn it on, and thereafter I never turned it off without at once turning it on. But the lamp must be either on or off. This is a contradiction.

(Thomson 1954:5)

This, of course, is a mistake. As Benacerraf (1962:768ff.) points out, Thomson’s reasoning only applies to times strictly before 2 minutes. Where \( t_0 = 0 \) and \( t_1 = 2:00 \), Benacerraf writes, “the only reasons Thomson gives for supposing that his lamp will not be off at \( t_1 \) are ones which hold only for times before \( t_1 \). ... Thomson’s instructions do not cover the state of the lamp at \( t_1 \), although they do tell us what will be its state at every instant between \( t_0 \) and \( t_1 \) (including \( t_0 \)).” Benacerraf argues that Thomson’s scenario is compatible with the lamp being on at 2:00 and with it being off at 2:00 – a point with which I agree.

To emphasise his point, Benacerraf imagines the following slightly different case. Suppose we wish to classify each number, including 0, as foul or fair, subject to the following constraint.

Consider the infinite converging sequence \( \frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \frac{1}{16}, \frac{1}{32}, ... \). Its first member is foul, its second member fair, its third member foul, its fourth fair, etc., alternating in such a way that \( \frac{1}{2^n} \) is foul if \( n \) is odd and fair if \( n \) is even, for all positive integers \( n \). What about the limit of the sequence? It is, of course, not in the sequence; but is it foul or fair? ... The answer is simply that we haven’t been told how to classify the limit number. The instructions cover the sequence and the sequence only. Nothing was said about any number not in the sequence. The same is true in the case of the lamp.

(Benacerraf 1962:769)

It is clear that determining whether each number in the sequence is foul or fair does not determine whether the limit of the sequence is foul or fair. What is surprising in the case of Thomson’s lamp is that we naturally expect that the state of the lamp at any given time to be determined by the state of the world at previous times. This is nothing more than the assumption of determinism. This expectation is indeed met if we assume that the lamp can change only finitely many times within any interval \([0, t)\). For under that assumption, the lamp is on at time \( t \) just in case it was changed to on at the final time before \( t \) when the lamp was changed. However, in Thomson’s scenario, ‘the final time before \( t \) when the lamp was changed’ does not exist. In everyday life scenarios it is
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of course natural to assume that the lamp can change only finitely many times within any bounded interval. Thus the appearance of paradox in Thomson’s lamp results from unwittingly extending an assumption that works in everyday life to supertasks. Allowing the lamp to change infinitely many times in an interval \([0, t]\) means that the state of the lamp at \(t\) is no longer determined by the state of the lamp at the previous times. In general, then, the lesson of Thomson’s lamp is that supertasks can turn a deterministic system into a non-deterministic one.

With these observations it is easy to understand why structural causal models cannot represent dense causal chains. Let \(C = \{x_t\}_{t \in [0, 1]}\) be a set of variables representing the dense causal chain we wish to model. For example, in the light example above (Figure 6.39), each \(x_t\) represents whether point \(x\) in space is illuminated at time \(t\). To represent the chain as a structural causal model, we need the value of each variable \(x_t\), for \(t > 0\), to be a function of the values of the previous variables, \(\text{PA}_x = \{x_{t'}\}_{t' \in [0, t)}\). That is, we need a function \(f_{x_t} : R(\text{PA}_x) \to R(x_t)\). Since functions must be defined for every input, \(f_{x_t}\) must also be defined under a supertask on the parents of \(x_t\). To illustrate, consider the following assignment of values to the parents of \(x_t\).

- \(x_{t'} = 1\) if \(0 \leq t' < t/2\)
- \(x_{t'} = 0\) if \(t/2 \leq t' < 3t/4\)
- \(x_{t'} = 1\) if \(3t/4 \leq t' < 7t/8\)
- \(x_{t'} = 0\) if \(7t/8 \leq t' < 15t/16\)

That is, for any \(t' \in [0, t)\) we let \(x_{t'} = 1\) just in case \(\max\{n \in \mathbb{N} : 1 - \frac{t}{2^n} \leq t'\}\) is even. Now, the function \(f_{x_t}\) must return a value for \(x_t\) given this assignment of values to its parents. But as we have seen from our discussion of Thomson’s lamp, this assignment does not determine a value for \(x_t\). Just as there is no way to determine whether Thomson’s lamp is on or off at the completion of the supertask, there is no function that determines the value of \(x_t\) given the above assignment of values to its parents. Assuming Benacerraf’s answer to Thomson’s lamp (which I believe to be correct), then, we have reached a contradiction. A structural causal model representing a dense causal chain would have to, and yet cannot, determine the outcome of a Thomson’s lamp-style supertask.

In summary, then, structural causal models cannot represent dense causal chains because doing so would require the value of a variable to be determined by every assignment of values to its parents – including those assignments that represent a supertask. But as we have seen, supertasks can leave the state of the system after their completion undetermined.

This also allows us to appreciate why we can represent dense causal chains in our framework. We mentioned above that in our framework, dependence emerges from the interplay of sudden changes (i.e. considering the \(A\)-variants) and nomic possibility. We do not encode dependence directly, as structural causal models do
via the structural equations. This means we can represent how the state of one point on a dense causal chain depends on a previous point without first having to determine how the point would behave under every possible combination of sudden changes, such as a supertask, i.e. after making sudden changes to infinitely many points prior to the given point. Unlike in structural causal models, in the present framework we can evaluate counterfactual assumptions on the fly as needed without first needing to specify the outcome of every counterfactual.

Indeed, our framework does not make any predictions about how a point in a dense causal chain would behave under a supertask on the previous points. For example, the framework does not make any predictions about the state of Thomson’s lamp at 2:00 after making sudden changes at 1, 1:30, 1:45, and so on. Since such a series of changes intuitively does not determine the state of the lamp at 2:00, this is what we want.
Chapter 7

Exhaustification in the semantics of cause and because

Abstract. We show that a single operation can account for three seemingly distinct properties of the semantics of cause and because. The properties are, firstly, their comparative nature: interpreting cause and because involves comparing what would happen in the presence of the cause (a positive condition) with what would happen in the absence of the cause (a negative condition). Secondly, there is an asymmetry in logical strength between the two conditions: the positive condition involves a universal modal while the negative condition involves an existential modal. Thirdly, the positive and negative conditions have the same modal base, i.e. are interpreted while assuming the same set of background facts.

Despite their apparent dissimilarity, we show that these three properties are predicted by a single operation: exhaustification. The comparative nature of cause and because follows from the comparative nature of exhaustification, which compares a sentence with its alternatives. The asymmetry in strength arises because exhaustification negates alternatives: given the duality between universal and existential quantification, negation flips a necessity modal into a possibility modal, producing the observed strength asymmetry. Finally, the positive and negative condition have the same modal base since, rather cause and because having two modals in their semantics—one for the positive condition and one for the negative condition—their semantics contains a single modal which is copied by exhaustification.

We conclude by showing that this exhaustification operator violates Economy constraints, suggesting that it is not subject to licensing conditions but part of lexical semantics of cause and because.
7.1 Introduction

In this chapter we propose that three properties of the semantics of cause and because – properties that initially appear to have little to do with one another – are in fact the result of a single mechanism: an exhaustification operator in their lexical semantics. Let us introduce the three properties we aim to account for.\footnote{An extended version of this chapter has been published as McHugh (2023). Thanks to audiences at GLOW 44 and the Meaning Logic and Cognition seminar in Amsterdam for valuable feedback on the present chapter. A handout from the latter talk is available as McHugh (2021).}

7.1.1 Three properties of cause and because

Property 1: The comparative nature of cause and because

A popular idea in the literature on causation is that the meaning of causal terms involves comparing what would happen in the presence of the cause versus what would happen in the absence of the cause. Recall the analyses we discussed in section 2.5.2, all of which have this shape, given in terms of a ‘positive condition’ and a ‘negative condition’.

Property 2: Asymmetry in strength between positive and negative conditions

The second property of the semantics of cause and because we consider is an asymmetry in strength between the positive condition and the negative condition. In section 2.7 we saw evidence that the positive condition is strong while the negative condition is weak, in the following sense. The positive condition requires that in all scenarios where the cause occurs the relevant condition is met, while the negative condition only requires that in some scenario where the cause does not occur the relevant condition is not met. What exactly this ‘relevant condition’ is depends on the analysis in question; for example, in the NESS and INUS conditions it is the effect occurring, according to Beckers it is that the cause produces the effect.

Property 3: The positive and negative conditions have the same background

Almost all analyses of causal claims appeal to some set of background facts (Suppes 1970, Cartwright 1979, Skyrms 1980, Mayrhofer et al. 2008). These facts are in some sense ‘taken for granted’ when evaluating a causal claim. To illustrate, consider (1).

\begin{quote}
(1) a. The light turned on because Alice flicked the switch.
   b. Alice flicking the switch caused the light to turn on.
\end{quote}
7.1. Introduction

For these sentences to be true, one requires more than just the flicking of the switch. There must be power in the building, a wire connecting the switch and light, and so on. These background facts are involved in checking the positive condition. For example, in the NESS and INUS tests above one checks whether the presence of the cause is sufficient for the effect given some background facts: the ‘set’ in the words of the NESS test; the ‘condition’ in the words of the INUS test.

There is also a background involved when evaluating the negative condition: the facts from the actual world that are held fixed when evaluating what would happen if the cause had not occurred. For example, when interpreting (1) we consider relevant scenarios where Alice had not flicked the switch. In these scenarios the ‘background’ or ‘circumstances’ are held fixed; for instance, given that there is actually power in the building and a wire connecting the switch and light, one does not consider scenarios where there is no power in the building or no wire connecting the switch to the light.

In section 7.3 we see evidence that the positive condition is interpreted with respect to a background, and the negative condition is also interpreted with respect to a background. This raises the question whether there is any systematic relationship between the two. Section 7.3.2 presents evidence that these two backgrounds must be the same. One may stipulate that the lexical semantics of cause and because require them to be same, as for example the NESS and INUS tests do, where the ‘set’ or ‘condition’, minus the cause, is the same for both the positive and negative conditions. However, one may also wonder whether there is a more systematic principle accounting for the fact that the positive and negative backgrounds must be the same.

7.1.2 The apparent dissimilarity of properties 1, 2 and 3

These, then, are the three properties of cause and because we seek to account for. At first glance they are quite different. Granted, Property 1 is necessary for Properties 2 and 3, since Properties 2 and 3 are formulated in terms of the positive and negative conditions that are guaranteed by Property 1. But beyond this, the three properties appear to have nothing to do with one another. Property 2 is about the logical strength of the positive and negative conditions, while Property 3 is about their backgrounds. They appear to be about different aspects of the meaning of cause and because. For instance, one could imagine a lexical entry of cause and because that involves comparing the presence and absence of the cause (i.e. has Property 1), but does not require the positive and negative conditions to be evaluated with respect to the same set of background facts (lacks Property 3).

Similarly, one can imagine a lexical entry with Property 1 but without Property 2: such an entry would compare the presence and absence of the cause along some dimension (such as sufficiency for the effect) but would require both condi-
tions to be strong, or both conditions to be weak. Indeed, we have already seen an analysis of this kind: recall that Lewis (1973a) proposed that an event \( e \) causally depends on an event \( c \) just in case if \( c \) had occurred, \( e \) would have occurred, and if \( c \) had not occurred, \( e \) would not have occurred. In the same year that Lewis published his paper on causation (Lewis 1973a), he also published *Counterfactuals* (Lewis 1973b) in which he proposed that *would* is a necessity modal, requiring that in all the most similar worlds to the actual world where the antecedent holds, the consequent also holds. In the terminology above, Lewis’s analysis of causal dependence has both a strong positive condition and a strong negative condition. And the analysis does not say anything about Property 3. So Lewis’s analysis has Property 1 but lacks Property 2 and may or may not have Property 3. Lewis’ analysis of causal dependence does not violate any general theoretical principles. So it would be all the more surprising if the semantics of *cause* and *because* derived Properties 1, 2 and 3 from a single source.

This, however, is what we propose. We show that a single operator in the semantics of *cause* and *because* can account for all three properties.

### 7.1.3 Preliminaries: overview of the semantics of modality

Before presenting our proposed semantics of *cause* and *because*, let us briefly introduce the framework in which the semantics will be expressed. We will express our analysis in terms of Kratzer’s analysis of modality. We let \( \square_{f,g}(p)(q) \) be a universal counterfactual modal with modal base \( f \), ordering source \( g \), restrictor \( p \) and nuclear scope \( q \). We interpret this claim as saying that \( p \) is sufficient for \( q \) according to our analysis of sufficiency from chapter 3. The reason for this notation is that it makes the modal’s parameters explicit, which will prove helpful in this chapter.\(^2\)

### 7.2 *Cause, because, and exhaustification*

We will consider two semantics of *cause* and *because*, what we call the ‘simplified’ and the ‘full’ semantics. The simplified semantics is a useful first approximation of the meaning of *cause* and *because*, but faces well-known problems from overdetermination cases, discussed below. The full semantics overcomes these problems, and is our proposal for the meaning of *cause* and *because*. We begin with the simplified semantics.

\(^2\)To simplify notation, we will sometimes omit the parameters and simply write \( \square(p)(q) \) for \( \square_{f,g}(p)(q) \).
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7.2.1 The simplified semantics

On the simplified semantics, the positive condition states that the cause is sufficient for the effect given the background. We formalize this sufficiency condition as $\square_{f,g}(p)(q)$.

Our key observation is that Properties 1, 2 and 3 above all follow from the presence of a single operator: exhaustification with respect to the cause’s polar alternatives: \{p, \neg p\}. Exhaustification is defined as follows, and is akin to a silent only.3

$$O_{\text{ALT}} \varphi = \varphi \land \forall \psi \in \text{ALT} \left( (\varphi \text{ does not entail } \psi) \rightarrow \neg \psi \right)$$

When we plug in the sufficiency condition $\square_{f,g}(p)(q)$ for the prejacent and replace the cause $p$ with its polar alternative $\neg p$, exhaustification checks whether the prejacent entails the result, $\square_{f,g}(\neg p)(q)$: if not, exhaustification negates it.4

As it happens, $\square_{f,g}(p)(q)$ does not entail $\square_{f,g}(\neg p)(q)$, since it is possible for $p$ to guarantee $q$ given the circumstances while $\neg p$ does not also guarantee $q$ given the circumstances. Thus exhaustification of the sufficiency condition $\square_{f,g}(p)(q)$ has the following effect.5

$$O_{\{p, \neg p\}} \square_{f,g}(p)(q) = \square_{f,g}(p)(q) \land \neg \square_{f,g}(\neg p)(q)$$

This condition states, loosely put, that given the circumstances, the cause is sufficient for the effect but the absence of the cause is not sufficient for the effect. This is essentially the NESS test above, formalized in terms of circumstantial modality.

Our simplified semantics for because and cause, given in (2), states that the cause occurred, and that this exhaustified sufficiency condition above holds. For brevity we only state the entries for because, though it should be understood as also applying to cause with the left and right arguments swapped (i.e. $q$ because $p$)

---

3For simplicity’s sake we use Krifka’s (1993) entry for only. Our results also follow from Fox’s (2007) exhaustivity operator, based on the notion of innocent exclusion. For an overview and comparison of exhaustivity operators see Spector (2016).

4For brevity, we will write $O_{\{p, \neg p\}} \varphi$ where the alternatives are $\varphi$ itself, and the result of substituting $\neg p$ for $p$ in $\varphi$. We will also sometimes write $O_{\{p, \neg p\}}$ simply as $O$.

5The inference to the negative condition is reminiscent of conditional perfection (Geis and Zwicky 1971). For an approach to conditional perfection that uses exhaustification and assumes that if not-$p$, $q$ is an alternative to if $p$, $q$, see Bassi and Bar-Lev (2018:§5). Note also that it does not matter whether we take the positive condition as the prejacent and derive the negative condition by exhaustification, or vice versa, take the negative condition as the prejacent and derive the positive condition by exhaustification: $O_{\{p, \neg p\}} \square_{f,g}(p)(q)$ is equivalent to $O_{\{p, \neg p\}} \neg \square_{f,g}(\neg p)(q)$. 
is equivalent to $p \text{ cause } q$.$^{6,7}$

\begin{equation}
(2) \quad \text{Semantics of } \textbf{because} \text{ (simplified).} \\
\left[ \textbf{because} \right] = \lambda_{p(s,t)} \lambda_{q(s,t)} : p \land O_{\{p, \neg p\}} \Box_{f,g}(p)(q).
\end{equation}

### 7.2.2 Properties 1, 2, and 3 via exhaustification

Properties 1, 2 and 3 fall out immediately from exhaustification. The comparative character of $\textbf{because}$ (Property 1) results from the comparative nature of exhaustification, which compares the prejacent with its alternatives. We stipulate that in the semantics of $\textbf{because}$, the alternatives are the cause’s polar alternatives.

\begin{itemize}
  \item We place the condition that the cause occurred ($p$) outside the scope of exhaustification because otherwise exhaustification would be vacuous, as we see in the following chain of equivalences.
  \begin{align*}
    O_{\{p, \neg p\}} (p \land \Box_{f,g}(p)(q)) & \\
    \iff p \land \Box_{f,g}(p)(q) \land \neg\neg\neg p \land \Box_{f,g}(\neg p)(q) & \\
    \iff p \land \Box_{f,g}(p)(q) \land (p \lor \neg\neg\neg p)(q) & \\
    \iff p \land \Box_{f,g}(p)(q) & 
  \end{align*}
\end{itemize}

\begin{itemize}
  \item Note that we do not need to add $q$ as a conjunct to (2) since $p \land \Box_{f,g}(p)(q)$ entails $q$: if $p$ is true and is sufficient for the truth of $q$, then $q$ is also true.
  \end{itemize}

Our entry for $\textbf{because}$ in (2) assigns the same status to the condition that the cause occurred ($p$) as we do to the other conjunct $O_{\{p, \neg p\}} \Box_{f,g}(p)(q)$. Both are entailments. Alternatively, one might propose that $p$ is encoded as a presupposition in the lexical semantics of $\textbf{because}$. Such a stipulation does not account for why some inferences rather than others are selected as presuppositions in the first place (see Abrusán 2011, 2016: for discussion). Moreover, the inferences from $\textbf{cause}$ and $\textbf{because}$ that their arguments are true is a soft presupposition in the sense of Abusch (2002, 2010), as they are easily suspendable, as shown in (i).

\begin{itemize}
  \item a. The outcry which followed Morgan was not because the House of Lords had changed the law but because the public mistakenly thought it had done so. (Source: Tenkin 2002)
  \item b. No, the coronavirus did not cause the death rate to drop in Chicago... Overall, deaths don’t appear to be declining. (Source: Politifact.com, 3 April 2020)
\end{itemize}

Romoli (2012, 2015) proposes that the projection properties of $\textbf{because}$ are in fact due to a scalar implicature. An utterance of $\neg(q \textbf{ because } p)$ triggers the alternatives $\neg p$ and $\neg q$. Since $\neg(q \textbf{ because } p) – \neg q$ whose meaning according to (2) is given in (iia) – entails neither alternative, we derive the implicatures in (iib).

\begin{itemize}
  \item a. $\neg(q \textbf{ because } p) \iff \neg p \lor \neg\neg\neg p(q) \lor \Box_{f,g}(\neg p)(q)$
  \item b. $O_{\text{ALT}} \neg(q \textbf{ because } p) \iff \neg(q \textbf{ because } p) \land p \land q$ where $\text{ALT} = \{\neg(q \textbf{ because } p), \neg p, \neg q\}$.
\end{itemize}

Given Romoli’s account, we can capture the projection properties of $\textbf{because}$ without needing to assign a special status to $p$ in the lexical semantics of $\textbf{because}$. 

---

$^{6}$We place the condition that the cause occurred ($p$) outside the scope of exhaustification because otherwise exhaustification would be vacuous, as we see in the following chain of equivalences.

$^{7}$Note that we do not need to add $q$ as a conjunct to (2) since $p \land \Box_{f,g}(p)(q)$ entails $q$: if $p$ is true and is sufficient for the truth of $q$, then $q$ is also true.
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The asymmetry in strength between the positive and negative conditions (Property 2) results from the fact that exhaustification negates alternatives. This parallels the behaviour of only when it composes with a universal modal, such as guaranteed:

\[ (3) \]
\[ \begin{align*}
\text{a. } & \text{You are guaranteed to get a seat only if you book in advance.} \\
& \quad \Rightarrow \text{You are not guaranteed to get a seat if you do not book in advance.} \\
& \quad \Rightarrow \text{The effect is not guaranteed to occur if the cause does not occur.}
\end{align*} \]

\[ \text{(i) } & \text{You are not guaranteed to get a seat if you do not book in advance.} \\
& \quad \Rightarrow \text{The effect is not guaranteed to occur if the cause does not occur.}
\]

\[ \begin{align*}
\text{b. } & \text{The effect is guaranteed to occur only if the cause occurs.} \\
& \quad \Rightarrow \text{The effect is guaranteed to not occur if the cause does not occur.}
\end{align*} \]

In (3) we assume that broad focus on the if-clause triggers its polar alternative.\(^8\) Exhaustification, like only, negates the prejacent’s excludable alternatives. Given the duality between universal and existential quantification, the negation contributed by exhaustification turns a necessity modal into a possibility modal, generating the observed asymmetry in strength: \( O\{p,\neg p\} \Box_{f,g}(p)(q) \) entails \( \neg \Box_{f,g}(\neg p)(q) \) rather than \( \Box_{f,g}(\neg p)(\neg q) \).

Finally, the fact that the positive and negative conditions have the same background (Property 3) falls out from the fact that exhaustification simply copies the modal’s parameters – the modal base (\( f \)) and ordering source (\( g \)) – without altering them. If, as we argue in section 7.3.1 below, the background involved in the interpretation of cause and because is the modal base, then exhaustification ensures that this background is the same in both the positive and negative conditions.

7.2.3 The full semantics

The simplified semantics faces well-known problems from cases of overdetermination, where a causal claim is intuitively true even though the effect would still have occurred without the cause (for a discussion of overdetermination cases see chapter 2, section 2.4). For this reason we also consider a semantics designed to work in cases with and without overdetermination alike. For the full semantics, we borrow the notion of production from Beckers (2016) and Beckers and Vennekens (2018), inspired by Hall (2004). Beckers aims to analyze the truth conditions of is a cause of within the framework of structural causal models. What is most important to observe for present purposes is the overall shape of Beckers’

\(^8\)For more on how polar alternatives are generated by interaction with focus, see e.g. Biezma and Rawlins (2012) and Kamali and Krifka (2020).
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analysis, which consists of the following two conditions, here stated informally (for a formalization see Beckers and Vennekens 2018).

(4) $p$ is a cause of $q$ just in case

a. $p$ produced $q$, and

b. If $p$ had not occurred, $\neg p$ would not have produced $q$.

Beckers’ key innovation is that (4) does not require that if the cause had not occurred, the effect would not have occurred; rather, it requires that if the cause had not occurred, the absence of the cause would not have produced the effect.\(^9\)

At first glance, it is quite surprising that the semantics of cause and because would involve considering whether the absence of the cause would have itself produced the effect. Where could such a complex condition possibly come from? Notice that a formula of exactly this shape is expected if the semantics of cause and because involve considering whether the cause produced the effect, and also includes a mechanism that involves replacing the cause with its negation. Exhaustification with respect to the cause’s polar alternatives is just such a mechanism.

However, clearly, exhaustifying (4a) does not result in (4b). The two conditions have a fundamentally different shape. Nonetheless, in section 2.2 we saw evidence that (4a) is not quite correct. The semantics of cause and because do not only require that the cause produce the effect, but requires that the truth of the cause be sufficient for the cause to produce the effect. Formally, the condition is $\Box_{f,g}(p)(p \text{ produce } q)$. When we exhaustify (4a), we do not get (4b), but when we exhaustify $\Box_{f,g}(p)(p \text{ produce } q)$, remarkably, we get exactly Beckers’ condition in (4b).

$$O_{\{p, \neg p\}} \Box_{f,g}(p)(p \text{ produce } q) = \Box_{f,g}(p)(p \text{ produce } q) \land \neg \Box_{f,g}(\neg p)(\neg p \text{ produce } q)$$

If we replace $q$ in the simplified semantics with $p \text{ produce } q$ we get the following semantic entry, which we call the ‘full’ semantics.

(5) Semantics of because (full).

$$[ \text{ because } ] = \lambda p_{(s,t)} \lambda q_{(s,t)} : p \land O_{\{p, \neg p\}} \Box_{f,g}(p)(p \text{ produce } q).$$

On the full semantics, Properties 1, 2 and 3 also fall out as a result of exhaustification, for the same reasons as on the simplified semantics.

7.2.4 Why put exhaustification in the semantics of cause and because?

What is to be gained by putting exhaustification into the semantics of cause and because? In one sense, quite little. The exhaustification operator is well-

---

\(^9\)Sartorio (2005) and Weslake (2015) have previously proposed conditions similar to (4b).
defined, so one can always replace the exhaustified formula with its equivalent exhaustification-free result, if desired.

In another sense, however, writing the semantics of cause and because in terms of exhaustification allows us to derive some aspects of their meaning from a general mechanism, one not unique to causation or modality. Exhaustification appears in theories from a number of semantic domains, such as scalar implicatures (van Rooij and Schulz 2004, Schulz and van Rooij 2006, Spector 2007), polarity items (Krifka 1995, Chierchia 2013) and free choice inferences (Fox 2007). A number of authors go so far as to propose mandatory exhaustification, in the sense that every matrix sentence is parsed with an exhaustification operator by default (see Krifka 1995, Fox 2007, Magri 2009).

A compelling, albeit speculative idea is that the natural language system finds it economical to build meanings from familiar operations, with the more familiar the operation, the greater the gains in economy from its reuse. If we are constantly exhaustifying the sentences we interpret, as some have proposed, it is not so surprising to see the same operation appear in the lexical semantics of certain words. Exhaustification has previously been applied in the lexical semantics of Mandarin dou (Xiang 2016), approximative uses of just (Thomas and Deo 2020), and of course, only.10 If the present proposal is correct, we can add cause and because to the growing list of words whose meaning can be expressed in terms of exhaustification.

Of course, this kind of reasoning can only take us so far. Exhaustification alone does not tell us what to exhaustify, nor what the alternatives are.11 Some motivation for polar alternatives – comparing the cause with its absence – may come from looking at the relationship between causal reasoning and decision-making. A paradigm case of causal reasoning concerns an agent deciding whether or not to do an action. Faced with a decision problem about whether or not to bring about p, we may think of the simplified semantics as addressing the questions If I bring about p, will q be true? And if I do not, will q be true? and the full semantics as addressing the questions If I bring about p, will that produce q? And if I do not bring about p, will that produce q?12

---

10 More precisely, Thomas & Deo’s entry for approximative just involves exhaustification in the sense that it exactly fits the definition of the exhaustification operator, when we take the alternatives to be levels of granularity rather than sentences. They propose that just(p) asserts that p is true at the finest level of granularity g, and for any granularity level g', if p being true at g does not entail that p is true at g' then p is not true at granularity level g'. The parallel between this entry and exhaustification is striking.

11 Thanks to an anonymous Glossa reviewer for making this point.

12 That being said, there are decision problems with more fine-grained alternatives; for instance, whether to take the train, tram, or metro, or whom to hire from a list of ten candidates (Thanks to Peter van Emde Boas for raising this issue.) Though we may think of polar alternatives as the least common denominator of all alternative sets, since we can always reframe a decision problem over a set of alternatives in terms of many decision problems, each with polar alternatives; for example, whether to take the train, tram or metro becomes whether or not to
Nonetheless, even if the paradigm case of causal reasoning involves polar alternatives, this still does not tell us why the paradigm case ends up hardwired into the semantics of *cause* and *because*. One may imagine an alternative meaning of *cause* and *because* which allows the set of alternatives to be contextually determined rather than fixed to be the cause’s polar alternatives, \{p, \neg p\}. Since the definition of exhaustification allows for any set of alternatives, to derive the entries for *cause* and *because* we propose, we must add a stipulation that the alternatives used by exhaustification are the cause’s polar alternatives. It remains to be seen whether this stipulation can be derived from general principles.

### 7.2.5 Comparing the full and simplified semantics

Before moving on to the data, let us pause to better understand the relationship between the full and simplified semantics.

Where the simplified semantics cares about whether or not the effect occurred, the full semantics cares about whether or not the cause produced the effect. It turns out that the two semantic entries are logically independent, in the sense that there are cases where the full semantics is satisfied but not the simplified semantics, and vice versa. Figure 7.1 shows entailment relations between the conditions of the full and simplified semantics. These are guaranteed by the two facts in (6).

\begin{enumerate}
\item[a.] **Production is factive:** \( p \text{ produce } q \) entails \( p \land q \).
\item[b.] **Modals are upward entailing in their scope:**

If \( q^+ \) entails \( q \) then \( \Box(p)(q^+) \) entails \( \Box(p)(q) \).
\end{enumerate}

<table>
<thead>
<tr>
<th>Positive condition</th>
<th>Negative condition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Full semantics</strong></td>
<td>( \Box(p)(p \text{ produce } q) )</td>
</tr>
<tr>
<td>( \Downarrow )</td>
<td>( \Uparrow )</td>
</tr>
<tr>
<td><strong>Simplified semantics</strong></td>
<td>( \Box(p)(q) )</td>
</tr>
</tbody>
</table>

Figure 7.1: Entailment relations between the parts of the full and simplified semantics.

It follows that the full semantics has a stronger positive condition but a weaker negative condition compared with the simplified semantics, as shown in Figure 7.1.

A further property of both semantics is that counterfactual dependence, here formalized as \( \Box(\neg p)(\neg q) \), entails the negative conditions of both the full and simplified semantics. Let us start by showing that counterfactual dependence take the train, whether or not to take the tram, and whether or not to take the metro.
entails the simplified negative condition, $\neg \Box (\neg p)(q)$. It is commonly assumed that modals – like all quantificational elements – presuppose that their domain is nonempty (Cooper 1983, von Fintel 1994, Beaver 1995, Ippolito 2006). In this the case, the domain of the modal at world $w$ is the set of worlds selected by the modal when restricted by the proposition $p$. Let us denote this set of worlds by $D(p, w)$. Then $\Box (\neg p)(\neg q)$ is true just in case all worlds in $D(\neg p, w)$ are $\neg q$-worlds. We assume that an utterance that entails $\Box (\neg p)(\neg q)$ presupposes that $D(\neg p, w)$ is nonempty. So counterfactual dependence, $\Box (\neg p)(\neg q)$, together with the nonempty domain presupposition implies that some world in $D(\neg p, w)$ is a $\neg q$-world. Since worlds are logically consistent, this world is not an $q$-world. So it is not the case that every world in $D(\neg p, w)$ is an $q$-world: $\neg \Box (\neg p)(q)$, which is just the simplified negative condition.

To see that counterfactual dependence entails the full negative condition (when the restricted modal has nonempty a domain), first recall that production is factive (6a). Contrapositively, if $q$ does not occur then nothing produces $q$ to occur; in particular, $\neg p$ does not produce $q$ to occur. Thus $\neg q$ entails $\neg (\neg p$ produce $q)$. Then as modals are upward entailing in their scope (6b), we have the following chain of implications.

$$
\begin{align*}
\Box (\neg p)(\neg q) \\
\Rightarrow \Box (\neg p)(\neg (\neg p$ produce $q)) & \quad \text{Modals are upward entailing in their scope} \\
\Rightarrow \neg \Box (\neg p)(\neg p$ produce $q) & \quad \text{Nonempty domain assumption}
\end{align*}
$$

The last formula is the full negative condition.

## 7.3 The positive and negative conditions have the same background

In our description of sufficiency in section 2.2, we stated that $p$ is sufficient for $q$ in a circumstance just in case, in that circumstance, it is not nomically possible for $p$ to be true without $q$ being true. In this section we analyze what “the circumstances” are. It is important to understand what determines the circumstances when we discuss Property 3: that the circumstances (or ‘background’) of the positive and negative conditions are the same.

The robot scenario from section 2.2 illustrates why we need to relativize nomic possibility to the circumstances. There we considered two contexts: one where the robot turns at random, and one where it always changes direction. We can represent these two contexts in two separate worlds. Then what is nomically possible in one world is nomically impossible in the other world (e.g. the robot taking Road A). We can capture this fact since nomic possibility is relative to a world, which is something already built into Kratzer’s (1981) account of modality.
However, we can also represent the two robot contexts in the same world. Suppose that one day the robot is programmed to turn at random, and the next day it is reprogrammed to always change direction. Then something that was nomically possible in one world at one time is no longer nomically possible in the same world at another time (e.g. the robot taking Road A). This shows that nomic possibility is relative to more than just the world of evaluation. It is also relative to what we may call the circumstances.

We would like to understand what determines the circumstances. To that end, consider the following scenario. For the sake of continuity, we will adapt the robot case. Suppose Roads B and D are lined with trees (see Figure 7.2). When the robot must choose whether to take a road with trees or one without, it is programmed to always take the road with trees. Otherwise it decides at random. On Monday it was positioned at the starting point. On Tuesday it took one of the roads in front of it. Since it faced two bare roads, it turned at random. On this particular occasion it happened to turn left. On Wednesday it faced Roads A and B: a bare road and one with trees. On Thursday it took one of the roads. Given the robot’s programming, it took the road with trees, Road B. Consider (7) and (8) in this context.

\[
\begin{align*}
(7) & \quad \text{a. Given how things were on Monday, the robot took Road B because it is programmed to prefer tree-lined roads.} \\
& \quad \text{b. Given how things were on Wednesday, the robot took Road B because it is programmed to prefer tree-lined roads.}
\end{align*}
\]

\[
\begin{align*}
(8) & \quad \text{a. Given how things were on Monday, the robot’s preference for tree-lined roads caused it to take Road B.} \\
& \quad \text{b. Given how things were on Wednesday, the robot’s preference for tree-lined roads caused it to take Road B.}
\end{align*}
\]

There is a contrast between the (a) sentences and the (b) sentences. Intuitively, the (a) sentences are false and the (b) sentences are true.

Intuitively, the (a) sentences are false because given how things were on Monday, the robot could have turned right, in which case it would have faced Roads...
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C and D, and so wouldn’t have taken Road B. That is, the (a) sentences are false because they violate sufficiency.

The (b) sentences do not violate sufficiency because, given how things were on Wednesday, the robot was facing Roads A and B, so its programming guaranteed that it take Road B. Assuming that the (b) sentences satisfy the other requirements of *cause* and *because*, they are predicted to be true.

Given our analysis of sufficiency, the (a) sentences violate sufficiency because the fact that the robot turned left on Tuesday is not part of the circumstances used to interpret the (a) sentences, but is part of the circumstances used to interpret the (b) sentences. We can account for this difference by proposing that the *given*-clause determines the circumstances in each case. The circumstances for the (a) sentences are how things were on Monday, and the circumstances for the (b) sentences are how things were on Wednesday.

Observe that we can specify the circumstances with temporal information alone (e.g. *on Monday, on Wednesday*). This shows that the circumstances are a function of time. Of course, time is not enough: temporal information by itself (e.g. that it is Tuesday) does not carry any information unless one knows what world we are talking about. We see this in (7) and (8): the expression *how things were on Monday/Wednesday* refers to how things were on Monday/Wednesday in the world of evaluation.

### 7.3.1 The circumstances as modal base

This observation that the circumstances are a function of time is expected if what we have been calling ‘the circumstances’ are just the modal base of the modal expressed by *cause* and *because*. For it is often assumed that modals bases are sensitive to time. To see this, let us briefly review Condoravdi’s account of the interaction between tense and modality.

Condoravdi (2002) proposes that modals have a temporal perspective and a temporal orientation. The temporal perspective is the time when the possibilities are evaluated. The temporal orientation is the relationship between the temporal perspective and the time of the embedded eventuality. Consider (9).

(9) He might have won the game. (Condoravdi 2002:ex. 6)

Condoravdi (2002:62) points out that (9) has two readings, which she calls ‘epistemic’ and ‘counterfactual’. On the epistemic reading, (9) describes the speaker’s present knowledge about a past event: *might* has a present perspective and a past orientation. On the counterfactual reading, (9) describes what was possible at some point in the past – e.g. at half-time in the game – about an event in the future of that point: *might* has a past perspective and a future orientation. The two readings can be brought out with the following continuations (Condoravdi 2002:ex. (7)).
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(10) a. He might have (already) won the game (# but he didn’t).

Epistemic reading: present perspective, past orientation

b. At that point he might (still) have won the game but he didn’t in the end.

Counterfactual reading: past perspective, future orientation

Following Condoravdi (2002:71), we assume that modal bases are a function of the world of evaluation and the temporal perspective. We can then capture the fact that the circumstances are a function of time if what we have been calling ‘the circumstances’ are the modal base of the modal expressed by because.

If we assume that the given-clauses in (7) and (8) set the modal base, we can account for the contrast between the (a) and (b) sentences. The proposition that the robot turned left on Tuesday is not part of how things were on Monday, but is part of how things were on Wednesday.

The fact that the given-clauses can manipulate the modal base shows that the embedded causal claims, given in (11), are compatible with multiple modal bases.

(11) a. The robot took Road B because it is programmed to prefer tree-lined roads.

b. The robot’s preference for tree-lined roads caused it to take Road B.

Suppose that we are evaluating (11) after the robot has completed its journey. The sentences in (11), without the given-clause, do not specify when the possibilities are to be evaluated. That is, they do not specify the modal’s temporal perspective. If it is set to before the robot turned left on Tuesday, our proposed semantics for because (both the full and simplified versions) predict (11) to be false. If they are evaluated after the robot turns left on Tuesday, our proposed semantics predicts them to be true. The prediction that (11) are ambiguous appears to be correct.

We can bring out the two readings as follows.

(12) a. The robot took Road B because it is programmed to prefer tree-lined roads. For, its programming made it take Road B rather than Road A.

b. The robot didn’t take Road B because it is programmed to prefer tree-lined roads. For it could have turned right on Tuesday, in which case it would have taken Road C or D, not Road B.

We can also show it is possible to set the temporal perspective to Monday by modifying the scenario. Let us remove Road A and add trees to First Street, as in Figure 7.3.

Consider (11), repeated below, in this context.

(11) a. The robot took Road B because it is programmed to prefer tree-lined roads.
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7.3.2 Testing whether the positive and negative backgrounds can differ

Let us consider one last modification of the robot scenario. Suppose that Road A is still removed, and this time there are trees only on Road B, as depicted in Figure 7.4. As before, the robot is programmed to prefer tree-lined roads.

On Monday the robot first faced two bare roads. On this particular day it turned left, though it could just as easily have turned right. Then on Wednesday the robot faced a single tree-lined road, Road B, so it took it. At that point Road B was its only choice, so even if it hadn’t preferred tree-lined roads, it would still have taken Road B.

Consider (11) in this context.

(11)  
   a. The robot took Road B because it is programmed to prefer tree-lined roads.  
   b. The robot’s preference for tree-lined roads caused it to take Road B.

Intuitively, (11) are false in this context.
Let us consider what our semantics above has to say about this case. (Since there is no overdetermination in this scenario, the full and simplified semantics give the same verdict.) We saw above that when interpreting (11), it is possible to set the temporal perspective to Monday, before the robot made its first turn, and it is possible to set it to Wednesday, after the robot made its first turn.

Suppose the temporal perspective is set to Monday. Then the positive condition is false, since the robot could have turned right first and avoided Road B. But the negative condition is true, since if the robot hadn’t been programmed to prefer tree-lined street, it could have avoided Road B by taking Roads C or D.

Suppose instead that the temporal perspective is set to Wednesday. Now the situation is reversed. The positive condition is true, since on Wednesday the robot was guaranteed to take Road B. But the negative condition is false, since if the robot hadn’t been programmed to prefer the tree-lined street, it would still have taken Road B. These results are summarized in Table 7.1.

<table>
<thead>
<tr>
<th>Temporal perspective</th>
<th>Positive condition</th>
<th>Negative condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monday</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Wednesday</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: For each temporal perspective, either the positive or negative condition fails.

If the temporal perspectives of the positive and negative conditions could differ when interpreting cause or because, we would expect (11) to have a true reading in the context of Figure 7.4.

Let us consider a second scenario, to help ensure that the arguments above are not due to particularities of the robot context. Suppose there are two veterinary clinics in Alice’s region, one in village A and one in village B, each with two kinds of positions, junior and senior. (For simplicity, suppose that these four jobs are the only jobs Alice could have; for example, if Alice hadn’t been a senior vet she would have been a junior vet.) The annual salaries for each position are listed in Table 7.2.
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<table>
<thead>
<tr>
<th></th>
<th>Village A</th>
<th>Village B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Senior vet</td>
<td>30,000</td>
<td>20,000</td>
</tr>
<tr>
<td>Junior vet</td>
<td>15,000</td>
<td>15,000</td>
</tr>
</tbody>
</table>

Table 7.2: Salaries in context 1.

Actually, Alice works in village A and is a senior vet. Consider (13).

(13) Alice earns 30,000 per year because she’s a senior vet.

Given the salaries in Table 7.2, (13) has a true reading.

(13) satisfies the negative condition: if Alice hadn’t been a senior vet she would have earned 15,000 per year instead. For (13) to satisfy the positive condition the modal base must include the fact that Alice works in village A. If we considered the possibility of Alice working as a senior vet at village B she would earn 20,000, not 30,000. This is further illustrated by the fact that (14) is intuitively true.

(14) Given that Alice works in village A, she earns 30,000 per year because she’s a senior vet.

Now consider (13) with respect to the salaries in Table 7.3.

<table>
<thead>
<tr>
<th></th>
<th>Village A</th>
<th>Village B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Senior vet</td>
<td>30,000</td>
<td>30,000</td>
</tr>
<tr>
<td>Junior vet</td>
<td>30,000</td>
<td>15,000</td>
</tr>
</tbody>
</table>

Table 7.3: Salaries in context 2.

Given the salaries in Table 7.3, again (13) has a true reading. This time the situation is reversed: (13) satisfies the positive condition regardless whether we fix the fact that Alice works in village A. But for (13) to satisfy the negative condition, we must not fix the fact that she works in village A. This is illustrated by the fact that (14) is intuitively false given the salaries in Table 7.3.

To summarize, the fact that (13) has a true reading for both salary tables above shows that the modal base of the modal in because is flexible: it can include or omit the fact that Alice works in village A.

Now consider (13) with respect to the salaries in Table 7.4.

<table>
<thead>
<tr>
<th></th>
<th>Village A</th>
<th>Village B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Senior vet</td>
<td>30,000</td>
<td>20,000</td>
</tr>
<tr>
<td>Junior vet</td>
<td>30,000</td>
<td>15,000</td>
</tr>
</tbody>
</table>

Table 7.4: Salaries in context 3.

Intuitively, (13) is false in this context.
Suppose the fact that Alice works in village A is part of the modal base when interpreting (13). Then the positive condition holds: given that she works in village A, the fact that she is a senior vet guarantees that she earns 30,000 per year. But the negative condition fails: if she were not a senior vet, she would be a junior vet (assuming these are the only positions available) and would still earn 30,000.

Suppose instead that the fact that Alice works in village A is not part of the modal base when interpreting (13). Now the situation is reversed. The positive condition fails since Alice could have been a senior vet in village B and would have only earned 20,000 per year. But the negative condition holds, since if Alice hadn’t been a senior vet, she could have been a junior vet in village B and would have earned 15,000 per year.

These two reasons for (13)’s falsity are illustrated by the following continuations, uttered in a situation where the salaries are given by Table 7.4.

(15) A: Alice earns 30,000 per year because she’s a senior vet.
    a. B: That’s not right. Even if she worked as a junior vet, she would still earn 30,000 per year.
    b. B: That’s not right. The senior vets in village B only earn 20,000 per year.

To summarize, the fact that (13) has a true reading with respect to the salaries in Tables 7.2 and 7.3, provides evidence that the modal bases of the positive and negative conditions are flexible: they may include or omit the fact that Alice works in village A. But whichever it is, the modal’s parameters in the positive and negative condition must be the same.

The fact that the modals of the positive and negative condition must have the same modal base is exactly what we expect from exhaustification. Even though the semantics of cause and because involves two modals (one in the positive condition and one in the negative condition), using exhaustification we may propose that their semantics in fact contains a single modal, which is copied by exhaustification. Since exhaustification only modifies the cause – replacing \( p \) with \( \neg p \) – it copies the modal without touching its parameters \( f \) and \( g \).

(16) Semantics of because (simplified).
    \[ \llbracket q \text{ because } p \rrbracket = p \land \Box_{\{p, \neg p\}} \Box f,g(p)(q) \]
    \[ = p \land \Box f,g(p)(q) \land \neg \Box f,g(\neg p)(q) \]

(17) Semantics of because (full).
    \[ \llbracket q \text{ because } p \rrbracket = p \land \Box_{\{p, \neg p\}} \Box f,g(p)(p \text{ produce } q) \]
    \[ = p \land \Box f,g(p)(p \text{ produce } q) \land \neg \Box f,g(\neg p)(\neg p \text{ produce } q) \]

If the semantics of because does not include exhaustification, then each modal is generated independently, as in (18).
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(18) a. \( p \land \Box_{f,g}(p)(q) \land \neg \Box_{f,g'}(\neg p)(q) \)
    b. \( p \land \Box_{f,g}(p)(\text{produce } q) \land \neg \Box_{f,g'}(\neg p)(\neg p \text{ produce } q) \)

Since each modal comes with a modal base and ordering source, without further constraints is conceivable that the two modals could differ in their parameters. To avoid this possibility we may, of course, add a constraint that the modals’ parameters must be identical as a stipulation.

(19) a. \( p \land \Box_{f,g}(p)(q) \land \neg \Box_{f,g'}(\neg p)(q) \land f = f' \land g = g' \)
    b. \( p \land \Box_{f,g}(p)(\text{produce } q) \land \neg \Box_{f,g'}(\neg p)(\neg p \text{ produce } q) \land f = f' \land g = g' \)

Now, it is reasonable to expect that two modals within the same lexical entry would be subject to such a constraint, forcing their parameters to be the same. The benefit of writing the semantics of cause and because using exhaustification is that we derive this constraint automatically, without needing to add it as a separate requirement.\(^{13}\)

7.4 Economy

The previous sections provided evidence that the semantics of cause and because satisfies properties 1, 2 and 3. These three properties all point to the presence of an exhaustification operator in the lexical semantics of cause and because. One may wonder about the status of this operator. It is always present, or subject to licensing conditions?

To answer this question, a key test case is how cause and because behave under negation. It is commonly assumed that exhaustification is subject to an economy condition that prevents it from appearing when it would lead to an overall weaker meaning (Chierchia 2013, Fox and Spector 2018). If the exhaustification operator in the semantics of cause and because is subject to this constraint, we would expect the following parses of cause and because under negation to be ruled out by Economy.

\[
\neg (p \land O_{(p, \neg p)} \Box (p)(q)) = \neg p \lor \Box (p)(q) \lor \Box (\neg p)(q)
\]
\[
\neg (p \land O_{(p, \neg p)} \Box (p)(\text{produce } q)) = \neg p \lor \Box (p)(\text{produce } q) \lor \Box (\neg p)(\text{produce } q)
\]

Without exhaustification the underlined disjunct disappears:

\[
\neg (p \land \Box (p)(q)) = \neg p \lor \Box (p)(q)
\]
\[
\neg (p \land \Box (p)(\text{produce } q)) = \neg p \lor \Box (p)(\text{produce } q)
\]

Under negation, then, exhaustification in the semantics of cause and because leads to a weaker meaning.

However, it turns out that the only parse of not ... because and not ... cause that correctly accounts for the data is one that violates Economy, as we see now.

\(^{13}\)Thanks to an anonymous Glossa reviewer for helpful discussion on this point.
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7.4.1 Because and economy: data

In de Saint-Exupéry’s *The Little Prince*, the protagonist visits a king who claims to be able to command the sun to set. Suppose the king commands the sun to set, and sure enough, some time later it sets. Unfortunately for the king’s ego, the following sentences are false.

(20) a. The sun set because the king commanded it.
    b. The king’s command caused the sun to set.

The simplified and full semantics account for the falsity of (20) in different ways. On the simplified semantics (20) are false since the sun would have set even if the king hadn’t commanded it; in symbols, \( \Box(\neg \text{command})(\text{sun set}) \). The simplified negative condition fails:

\[
\Box(\text{command})(\text{sun set}) \land \neg \Box(\neg \text{command})(\text{sun set})
\]

Simplified positive condition: ✅ Simplified negative condition: ✗

While on the full semantics (20) are false because the king’s command did not produce the sun to set. This implies that the king’s command is not sufficient for it to produce the sun to set; in symbols, \( \neg \Box(\text{command})(\text{command produce sunset}) \). The full positive condition fails:

\[
\Box(\text{command})(\text{command produce sunset}) \land \neg \Box(\neg \text{command})(\neg(\text{command produce sunset}))
\]

Full positive condition: ✗ Full negative condition: ✅

Compare this with the train track scenario. According to the simplified semantics, (20) are false for the same reason that (4), repeated below, are false in the train track scenario: the train would have reached the station anyway.

(4) a. The train reached the station because the engineer flipped the switch.
    b. The engineer flipping the switch caused the train to reach the station.

While according to the full semantics, (4) and (20) are false for a different reason. Pulling the lever produced the train to reach the station (because there is a chain of events beginning with the engineer pulling the lever, through the train taking the side track, to the train reaching the station). But symmetrically, not pulling the lever would have also produced the train to reach the station, so the full

\[\text{command} \land \neg(\text{command produce sunset}) \text{ entails } \neg\Box(\text{command})(\text{command produce sunset}).\]
semantics predicts (4) to be false.

\[\begin{array}{c}
\square (\text{pull}) (\text{reach station}) \land \neg \square (\neg \text{pull}) (\text{reach station}) \\
\text{Simplified positive condition: } \checkmark \\
\end{array}\]

\[\begin{array}{c}
\square (\text{pull}) (\text{pull produce reach station}) \land \neg \square (\neg \text{pull}) (\neg (\text{pull}) \text{ produce reach station}) \\
\text{Full positive condition: } \checkmark \\
\end{array}\]

Putting these sentences under negation, we observe that the following sentences are intuitively true (where not ... because is read with not scoping above because).

(21)  
a. The sun did not set because the king commanded it.  
b. The king’s command did not cause the sun to set.

(22)  
a. The train did not reach the station because the engineer flipped the switch.  
b. The engineer flipping the switch did not cause the train to reach the station.

With these data at hand, let us see which parses using exhaustification account for them.

### 7.4.2 Because and economy: analysis

For the simplified semantics, the above data are compatible with two parses. The first, \( \neg (p \land O \square (p)(q)) \), violates Economy.\(^{15}\) The second, which Fox and Spector (2018:ex. 70) discuss, features a higher exhaustification operator whose alternative is the prejacent without exhaustification: \( O_{\text{ALT}} \neg O \square (p)(q) \), where \( \text{ALT} = \{ \neg O \square (p)(q), \neg \square (p)(q) \} \). In essence, the higher operator adds that the lower operator was required for the sentence to be true. This parse does not violate Economy.

Table 7.5 gives four possible parses of not ... because with exhaustification, what truth value each predicts for (21) and (22), and whether the parse satisfies Economy.

<table>
<thead>
<tr>
<th>Parse</th>
<th>Simplified meaning</th>
<th>(21)</th>
<th>(22)</th>
<th>Economy</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \neg \square (p)(q) )</td>
<td>( \neg \square (p)(q) )</td>
<td>F</td>
<td>X</td>
<td>T</td>
</tr>
<tr>
<td>( O \neg \square (p)(q) )</td>
<td>( \neg \square (p)(q) \land \square (\neg p)(q) )</td>
<td>F</td>
<td>X</td>
<td>F</td>
</tr>
<tr>
<td>( \neg O \square (p)(q) )</td>
<td>( \neg \square (p)(q) \lor \square (\neg p)(q) )</td>
<td>T</td>
<td>✓</td>
<td>T</td>
</tr>
<tr>
<td>( O_{\text{ALT}} \neg O \square (p)(q) )</td>
<td>( \square (p)(q) \land \square (\neg p)(q) )</td>
<td>T</td>
<td>✓</td>
<td>T</td>
</tr>
</tbody>
</table>

Table 7.5: Possible parses of not ... (be)cause on the simplified semantics.

\(^{15}\)To avoid notational clutter we write \( O_{(p, \neg p)} \) simply as \( O \).
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The table shows that two parses of not ... because on the simplified semantics correctly predict (22) and (21) to be true, \( \neg O \square (p)(q) \) and \( O_{ALT} \neg O \square (p)(q) \), with the latter satisfying Economy.

This changes when we turn to the full semantics. Table 7.6 shows that only one parse of the full semantics correctly predicts the truth of (21) and (22). This is also the only parse that violates Economy. In the table we use \( p \leadsto q \) as shorthand for \( p \) produce \( q \). As above, we consider the parse \( O_{ALT} \neg O \square (p)(p \leadsto q) \) where \( ALT = \{ \neg O \square (p)(p \leadsto q), \neg \square (p)(p \leadsto q) \} \).

<table>
<thead>
<tr>
<th>Parse</th>
<th>Full meaning</th>
<th>(21)</th>
<th>(22)</th>
<th>Economy</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \neg \square (p)(p \leadsto q) )</td>
<td>( \neg \square (p)(p \leadsto q) )</td>
<td>T</td>
<td>F</td>
<td>✓</td>
</tr>
<tr>
<td>( O \neg \square (p)(p \leadsto q) )</td>
<td>( \neg \square (p)(p \leadsto q) \land \square (\neg p)(p \leadsto q) )</td>
<td>F</td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>( \neg O \square (p)(p \leadsto q) )</td>
<td>( \neg \square (p)(p \leadsto q) \lor \square (\neg p)(p \leadsto q) )</td>
<td>T</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>( O_{ALT} \neg O \square (p)(p \leadsto q) )</td>
<td>( \square (p)(p \leadsto q) \land \square (\neg p)(p \leadsto q) )</td>
<td>F</td>
<td>X</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 7.6: Possible parses of not ... (be)cause on the full semantics.

We saw in section 2.4 that the full semantics is superior to the simplified semantics in overdetermination cases (i.e. cases without counterfactual dependence where the causal claim is nonetheless true). Assuming, then, that the full semantics is the correct semantics of cause and because, Table 7.6 shows that the exhaustification operator in the semantics of cause and because violates Economy. This is not so surprising if exhaustification is hard-coded into the lexical semantics of these words, making it obligatory even when it leads to an overall weaker meaning.

7.5 Conclusion

In this chapter we presented an account of three properties of cause and because.

Property 1. The comparative nature of cause and because.

The semantics of cause and because involves comparing what would happen in the presence of the cause with what would happen in its absence.

Property 2. The asymmetry in strength between the two conditions.

The positive condition has universal modal force while the negative condition has existential modal force.

Property 3. The positive and negative conditions have the same background.

The facts from the actual world that are held fixed when evaluating the positive and negative conditions are the same.
On the surface, these properties are all quite different. However, we saw that we can account for them all in a uniform way, by proposing that there is an exhaustification operator in the lexical semantics of *cause* and *because*. Now, we are not forced to write their semantics of these words in terms of exhaustification; as discussed in section 7.2.4, we can always rewrite their semantics without exhaustification if desired. But doing so allows us to account for three features of their semantics using a domain-general operation, one not unique to causality or modality. In a sense, then, what we have shown is that the meanings of *cause* and *because* are more ordinary than we may have imagined.


Fox, Danny (2003). Implicature calculation, only, and lumping: Another look at the puzzle of disjunction. *Yale University Handout*. URL: [https://ling.yale.edu/sites/default/files/files/g2.pdf](https://ling.yale.edu/sites/default/files/files/g2.pdf).


Bibliography


Bibliography


Bibliography


Bibliography


Bibliography


Reilly, Judy Snitzer (1982). \textit{The acquisition of conditionals in English}. University of California, Los Angeles.


Samenvatting

Causaliteit en Modaliteit: Modellen en Betekenissen

Dit proefschrift heeft tot doel twee vragen te beantwoorden over causale beweringen (zoals zinnen die *cause* of *because* bevatten). Ten eerste de modelleervraag: wat voor soort informatie gebruiken we wanneer we beoordelen dat een causale bewering geldt? Ten tweede de betekenisvraag: onder welke voorwaarden oordelen we dat een causale bewering waar is?

Ons antwoord op de modelleervraag is dat een causaal model tijd, deel-geheelstructuren en algemeen geldige mogelijkheid moet bevatten. Het model geeft scenario’s weer als verlengd in de tijd, waar elk moment in de tijd een mereologische structuur heeft (de mereologische structuur vertelt ons bijvoorbeeld dat de toestand van Amsterdam deel uitmaakt van de toestand van Nederland). Het begrip algemeen geldige mogelijkheid specificeert voor welke werelden het algemeen geldig is dat ze mogelijk en onmogelijk zijn; met andere woorden, welke werelden aan de wetten voldoen en welke niet. Daarnaast moet het model ook twee taalgerelateerde componenten bevatten. Voor elke zin moet het model ons vertellen over welke delen van de wereld het gaat, en in welke werelden de zin waar is.

We laten zien dat dit modelleringskader strikt algemener is dan een populair alternatief, dat van structurele causale modellen. Elk structureel causaal model kan in ons raamwerk worden weergegeven, en daarom geldt dat ons raamwerk altijd een scenario kan weergeven, als structurele causale modellen dat ook kunnen. Het omgekeerde geldt echter niet. Er zijn enkele scenario’s die het door ons voorgestelde model kan weergeven, maar die structurele causale modellen niet kunnen weergeven.

We gebruiken deze componenten om te analyseren hoe mensen hypothetische alternatieven voor de werkelijkheid construeren. Algemeen wordt namelijk aangenomen dat de waarheid van een oorzaakelijke bewering niet alleen afhanger van wat er in de werkelijke wereld gebeurt, maar ook van wat er in sommige hypothetische scenario’s gebeurt. Als we bijvoorbeeld *Alice missed her flight because*
she got stuck in traffic evaluëren, stellen we ons scenario’s voor waarin ze vastzit in het verkeer en scenario’s waarin dit niet zo is, en vergelijken we wat er in elk scenario gebeurt.

Vervolgens analyseren we de semantiek van cause en because in termen van twee relaties: toereikendheid en productie. De betekenis van cause en because is een combinatie van deze relaties: C causes E en E because C zijn waar slechts als C waar is, en als C voldoende is om E te produceren, maar de ontkennig van C niet.
This thesis aims to answer two questions about causal claims (such as sentences containing \textit{cause} or \textit{because}). Firstly, the modelling question: what kind of information do we use when we judge that a causal claim holds? Secondly, the meaning question: under what conditions do we judge that a causal claim is true?

Our answer to the modelling question is that a causal model must contain time, part–whole structure, and nomic possibility. The model represents scenarios as extended in time, with each moment in time having a mereological structure (the mereological structure tell us, for example, that the state of Amsterdam is part the state of the Netherlands). The notion of nomic possibility specifies which worlds are nomically possible and which worlds are nomically impossible; in other words, which worlds satisfy the laws and which do not. In addition, the model must also contain two language-related components. For each sentence, the model must tell us what parts of the world it is about, and in which worlds the sentence is true.

We show that this this modelling framework is strictly more general than a popular alternative, that of structural causal models. Every structural causal model can be represented into our framework, and therefore every scenario that structural causal models can represent our framework can represent too. However, the converse does not hold. There are some scenarios that our proposed model can represent which structural causal models cannot.

We use these components to analyse how people construct hypothetical alternatives to reality. For it is commonly thought that the truth of a causal claim depends not only on what goes on in the actual world, but on what happens in some hypothetical scenarios as well. For example, when we evaluate \textit{Alice missed her flight because she got stuck in traffic}, we imagine scenarios where she is stuck in traffic and scenarios where she is not, and compare what happens in each.
We then analyse the semantics of *cause* and *because* in terms of two relations: sufficiency and production. The meaning of *cause* and *because* is a blend of these relations: *C cause E* and *E because C* are true just in case *C* is true, and *C* is sufficient to produce *E* but *C*'s negation is not.
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This thesis aims to answer two questions about causal claims (such as sentences containing *cause* or *because*). Firstly, the **modelling question**: what kind of information do we use when we judge that a causal claim holds? Secondly, the **meaning question**: under what conditions do we judge that a causal claim is true?

Our answer to the modelling question is that a causal model must contain time, part-whole structure, and nomic possibility. The model represents scenarios as extended in time, with each moment in time having a mereological structure (the mereological structure tells us, for example, that the state of Amsterdam is part the state of the Netherlands). The notion of nomic possibility specifies which worlds are nomically possible and which worlds are nomically impossible; in other words, which worlds satisfy the laws and which do not. In addition, the model must also contain two language-related components. For each sentence, the model must tell us what parts of the world the sentence is about, and in which worlds it is true.

Our answer to the meaning question appeals to two relations: sufficiency and production. We propose that the meaning of *cause* and *because* is a blend of these relations: \( C \text{ cause } E \) and \( E \text{ because } C \) are true just in case \( C \) is true, and \( C \) is sufficient to produce \( E \) but \( C \)'s negation is not.

\[
\text{cause} = \text{difference-making} + \text{sufficiency} + \text{production}
\]