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Abstract The similarity approach to conditionals (Stalnaker 1968; Lewis 1973)
predicts Reciprocity to be valid: whenever A > B, B > A and A >C are true, B >C
is true too (where A > B denotes if A would B). We ran an experiment to test the
validity of this rule. Strikingly, half of our participants judged the rule invalid, i.e.
judged in at least one scenario that it does not preserve truth. Our data also challenge
Kratzer’s (2012) and Fine’s (2012) semantics of conditionals, but we show that
McHugh’s (2022; 2023) aboutness approach can account for our data.
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1 Introduction

For the last half century, semanticists have been attracted to the idea that a would-
conditional “if A, would C” (henceforth denoted A >C) is true just in case C is true
at the most similar world(s) to the actual world where A is true. This is arguably the
dominant approach to the semantics of would-conditionals, proposed by Stalnaker
(1968) and Lewis (1973), influentially extended to modality in general via Kratzer’s
(1981a) ordering source, and taught in numerous textbooks and course syllabi today.

The similarity approach validates the following rule, known as Reciprocity.1

Reciprocity. Whenever A > B, B > A, and A >C are true, B >C is true.

Reciprocity says that if A and B conditionally imply each other, then they are
intersubstitutable salva veritate in conditional antecedents. This rule is part of the
logic of similarity approach to conditionals: no matter how one intuitively interprets
the similarity order, Lewis’s and Stalnaker’s semantics predict it to be valid.2

* We thank anonymous SALT reviewers for insightful feedback. This work is supported by Nothing is
Logical (NihiL), an NWO OC project (grant no 406.21.CTW.023). For discussion we are grateful to
Tanya Bondarenko, Paul Egré, and the audience of the Linguae Seminar at Institut Jean-Nicod.

1 The name Reciprocity comes from Egré & Rott (2021). Nute (1980) calls it ‘CSO’, and Starr (2022)
calls it ‘Substitution of Subjunctive Equivalents’.

2 By validity here we mean the usual notion: for every model and world, if A > B, B > A, and A >C
are all true in that model at that world, then B >C is too.
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We ran an experiment to test the validity of Reciprocity. In three separate
scenarios we asked participants to judge sentences that form an instance of the rule.
Strikingly, half of the participants judged the rule invalid, i.e. judged in at least one
scenario that A > B, B > A, and A >C are all true but B >C is not. On average, in
28% of cases where a participant accepted the premises they rejected the conclusion.

The paper proceeds as follows. Section 2 shows that Lewis’s and Stalnaker’s
semantics validate Reciprocity. In Section 3 we discuss previous alleged counterex-
amples to Reciprocity, all of which have a different structure than the counterexam-
ples we tested. Section 4 presents our experimental design and results. In Section 5
we show that our results cannot be accounted for by the semantics of conditionals
proposed by Kratzer (2012), Fine (2012), and Ciardelli, Zhang & Champollion
(2018b), while McHugh’s (2022; 2023) aboutness approach accounts for our data.

2 Lewis’s and Stalnaker’s Semantics Validate Reciprocity

(1) Lewis’s Semantics (Lewis 1981: 230)
a. For each world w, let ≤w be a reflexive and transitive binary relation

over the set of possible worlds.3

b. A >C is true at w just in case for every A-world x, there is an A-world
y ≤w x such that for every world z ≤w y, if A is true at z, C is true at z.

This semantics validates Reciprocity (see the Appendix for a proof). One may
impose further constraints on the similarity order, such as strong centering or the limit
assumption.4 But reflexivity and transitivity are the absolute minimum constraints
to impose on the order; without them the approach would be deeply unworkable.
Moreover, if we construct the order from an ordering source as Kratzer (1981a: 47)
proposes, in (2), then reflexivity and transitivity of the order follow, respectively,
from the reflexivity and transitivity of implication—bedrock principles of logic.

(2) a. An ordering source g is a function from worlds to sets of propositions.
b. w′ ≤w w′′ just in case for all p ∈ g(w), if p is true at w′′, p is true at w′.

Given that the order is reflexive and transitive, the truth conditions in (1b) above val-
idate Reciprocity. The validity of Reciprocity therefore serves as a fundamental test
for the correctness of Lewis’s semantics, regardless of how the order is interpreted.

3 Lewis (1981: 220) himself begins with a irreflexive order <w and constructs a reflexive order ≤w by
taking w′ ≤w w′′ just in case w′ <w w′′ or w′ = w′′. Nonetheless, he states the semantics in (1b) in
terms of the reflexive order.

4 Under the limit assumption, the semantics in (1b) is equivalent the more familiar requirement that for
every closest world to w where A is true, C is true; for formal details regarding the definition of the
closest worlds and the limit assumption, see Kaufmann (2017).
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(3) Stalnaker’s Semantics (Stalnaker 1968: 35–36)
a. Let f be a function taking a proposition (a set of worlds) and a world

and returning a world, subject to the following constraints.
(i) A is true at f (A,w).
(ii) f (A,w) is the absurd world (where every proposition is true) only

if there is no possible world with respect to w in which A is true.
(iii) If A is true in w then f (A,w) = w.
(iv) If A is true in f (B,w) and B is true in f (A,w), then f (A,w) =

f (B,w).
b. A >C is true at world w just in case C is true at f (A,w).

Condition (iv) corresponds to Reciprocity. It says that if A > B and B > A are true at
a world w, then the selected A-world at w is the selected B-world at w. A fortiori, C
is true at the selected A-world just in case it is true at the selected B-world.

Stalnaker appears to take these constraints as a non-negotiable feature of his
account, remarking that “the selection is based on an ordering of possible worlds
with respect to their resemblance to the base world. If this is correct, then [(iii) and
(iv)] must be imposed on the s-function [the selection function]. ... These conditions
on the selection function are necessary in order that this account be recognizable as
an explication of the conditional” (Stalnaker 1968: 36).

3 Previous Counterexamples to Reciprocity

There are a number of previous alleged counterexamples to Reciprocity, including
by Mårtensson (1999), Tooley (2002), and Ahmed (2011). Here we discuss two,
which we take to be representative of previous counterexamples to Reciprocity.

3.1 Stalnaker’s Jewel Case

Stalnaker (1984: 130) offers the following apparent counterexample to Reciprocity,
modeled on (a much more convoluted) one by Tichỳ (1978).5

The crown jewels are on an open display platform surrounded by
electric eye sensors. A cat is sleeping on the platform, near the jewels
but outside the circle of electric eyes. If anyone, human or cat, were
to reach into the display area, an alarm would sound. If the alarm
were to sound, it would wake up the cat. If the cat were to wake up,
he would cross into the display area, setting off the alarm.

5 We do not discuss Tichỳ’s example here, since Stalnaker’s has the same structure but is much clearer.
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(4) a. If the alarm had sounded, the cat would have woken up.
b. If the cat had woken up, the alarm would have sounded.
c. If the cat had woken up, he would have set off the alarm.
d. If the alarm had sounded, the cat would have set it off.

Stalnaker replies that the three premises are true relative to different contexts. (4a) is
only true when we ignore the possibility of the cat setting off the alarm, while for (4c)
to be true we must take this possibility into account.6 We agree with Stalnaker here,
and add that on our diagnosis, this case illustrates the possibility of backtracking.
We may ignore or take into account what would have lead to the alarm sounding.7

If we ignore the possibility of the cat setting it off, (4a) is true but (4c) false. If we
consider it, (4a) is false and (4c) true. On other interpretation, then, at least one
premise is false, and the case does threaten the validity of Reciprocity.

3.2 Bacon’s Hill

Bacon (2013) presents the following scenario, illus-
trated on the right. Two balls, A and B, are balanced
on opposing slopes. If A falls, it rolls down the hill and
up the other side, causing B to fall. Similarly, if B falls
it rolls down and up again, causing A to fall. A and B
each sit on a pressure plate. If the pressure is released
on A’s plate while B’s is still depressed, a light will turn green and remain green. If
the pressure is released on B’s place while A’s is still depressed, the light will turn
red and remain red. The light cannot be both green and red at once. Currently neither
ball has fallen and the light is off. Consider the following instance of Reciprocity.

(5) a. If A fell, B would fall.
b. If B fell, A would fall.
c. If A fell, the light would turn green.
d. If B fell, the light would turn green.

6 Stalnaker (1984: 132) puts it like this. “You say, ‘If the alarm had sounded, it would have woken
up the cat.’ Not so, I reply, ‘The cat would have been already awake. For if the alarm had sounded,
it would have been the cat who set it off (no one else was around to set it off), and if the alarm had
sounded because the cat set it off, it wouldn’t have been what woke up the cat’.”

7 Recent experimental work has found significant variability in whether or not people backtrack. Rips
(2010) found that people sometimes backtrack, Sloman & Lagnado (2005) found greater evidence
for non-backtracking, interventionist interpretations that leave the past unchanged, and Gerstenberg,
Bechlivanidis & Lagnado (2013) found that participants are more likely to backtrack when explicitly
asked to consider the causes of the antecedent being true. It is therefore natural to expect that both
forward-tracking and backtracking readings are available for (4).
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Bacon acknowledges the existence of backtracking readings, whereby we consider
the possibility that if A fell, it could be because B hit it, in which case the light would
be red. He responds, “We only need [(5a)–(5d)] to be simultaneously true in one
context to complete our case against CSO [Reciprocity], which deems them jointly
inconsistent.” We agree with Bacon here: there is forward-tracking interpretation on
which the premises (5a)–(5c) are all true and the conclusion (5d) is false. Indeed, it
has often been observed that forward-tracking readings are the default, which would
imply that the premises are true and the conclusion false on the default reading.8

There is a crucial difference between Stalnaker’s and Bacon’s cases. In Stal-
naker’s, the premises are true relative different interpretations, while in Bacon’s they
are true relative to the same interpretation; namely, the forward-tracking reading.
Stalnaker’s scenario therefore does not threaten Reciprocity, but Bacon’s does. It is
impossible to construct a model of Lewis’s or Stalnaker’s framework in which the
premises (5a)–(5c) are true but the conclusion (5d) is not. Given that such a reading
exists, Bacon’s scenario appears to suggest that Reciprocity is intuitively invalid.

There is, however, a reply to Bacon’s scenario which may disqualify it as a coun-
terexample to Reciprocity.9 So far we have abstracted away the temporal information
in the antecedent and consequent. One might propose that conditional antecedents
and consequents are evaluated at different times; for example, Condoravdi (2002)
argues that modals—such as would—expand the local time of evaluation into the
future. This suggests that a sentence such as A fell may have different evaluation
times when it appears in a conditional antecedent or consequent, represented in (6).

(6) a. If A fell [at time t], B would fall [at some time t ′ ≥ t].
b. If B fell [at time t], A would fall [at some time t ′ ≥ t].
c. If A fell [at time t], the light would turn green [at some time t ′ ≥ t].
d. If B fell [at time t], the light would turn green [at some time t ′ ≥ t].

If we take the evaluation time as part of the identity-criteria for sentences, then A
fell at t and A fell at some time t ′ ≥ t are properly regarded as distinct sentences
(similarly for B). On this assumption, Bacon’s counterexample in (5) in fact has the
form, A > B′, B > A′, A >C, B >C. This is not an instance of Reciprocity, and can
be captured by the similarity approach on Lewis’s or Stalnaker’s semantics.

8 Lewis (1979: 457) writes that, “A counterfactual saying that the past would be different if the present
were somehow different may come out true under the special resolution of its vagueness, but false
under the standard resolution.” Khoo (2017) proposes, and aims to account for the fact that “The
default interpretation of a forward counterfactual is non-backtracking.”

9 We are grateful to Paul Egré (personal communication) and members of the Linguae Seminar at
Institut Jean-Nicod for raising this possibility.
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3.3 Similarity in Time

Let us suppose that the above objection can be met: Bacon’s scenario is indeed a
counterexample to Reciprocity. One might be tempted to conclude that the concept
of an order, intuitively representing similarity, has no role to play in the semantics of
conditionals. There is, however, a family of approaches to conditionals that provide
a more limited role for similarity and which can model Bacon’s scenario. The idea
is to make similarity relative to a time.10 This is in contrast to Lewis (1973), who
took the order to represent a time-independent notion of overall similarity.

A representative of this view is Bennett (1984), who proposes that a counter-
factual is true just in case the consequent holds at all worlds which, among those
where the antecedent is true and that obey the laws of the actual world, are closest to
the actual world at the time to which the antecedent pertains. This proposal has the
resources to account for Bacon’s example. It is natural to suppose the closest world
at time t where A falls is one where B is still stationary at t. In that case the light
turns green and sometime later B falls. Similarly, the closest world at time t where
B falls is one where A is still stationary at t, the light turns red and sometime later A
falls. Thus on Bennett’s theory (5a)–(5c) come out true while (5d) comes out false.

3.4 Interim Summary

Taking stock, Stalnaker’s jewel case is not a counterexample to Reciprocity, since
the premises are not jointly true with respect to the same reading. While Bacon’s
scenario overcomes this problem, it also does not provide convincing evidence
against the similarity approach to conditionals. This is for two reasons. Firstly,
one may argue that once we attend to temporal information in antecedents and
consequents, it is no longer an instance of Reciprocity. Secondly, one may make the
notion of similarity time-relative, thereby accounting for the case while nonetheless
preserving a role for similarity in the semantics of conditionals.

We may call these alleged counterexamples to Reciprocity dynamic counterex-
amples, since time plays an essential role in their interpretation. In what follows we
present novel, static counterexamples to Reciprocity. By circumventing the role of
time, our counterexamples do not face the same objections as Bacon’s scenario, and
cannot be modelled by making similarity relative to a time. Even this more limited
role for similarity is misguided.

10 Work in conditionals incorporating time-relativity includes Thomason (1970); Slote (1978); Lewis
(1979); Thomason & Gupta (1980); Arregui (2005); Ippolito (2013); Khoo (2015); Canavotto (2020).
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4 The Experiment

We conducted an experiment to test whether Reciprocity is intuitively valid.11 Thus
we tested whether it is always the case that whenever a participant accepts the
premises A > B, B > A and A >C, they accept the conclusion, B >C.

4.1 Methods

Our design follows Ciardelli, Zhang & Champollion (2018b), Schulz (2018), and
Romoli, Santorio & Wittenberg (2022), using a picture-sentence verification task.
We improved on the design by testing three different scenarios, thus increasing
the number of target trials per participant and allowing us to compare whether
participants used the same interpretative strategy across multiple trials.

4.1.1 Participants

We tested the judgements of 80 native English speakers recruited via Prolific (taking
only those with an approval rate above 90%). We excluded two participants from
the analysis for not meeting the predetermined threshold of at most 25% error rate.

Since we created novel materials, we conducted a pilot study to asses the diffi-
culty of the materials and the sample size. For the pilot we recruited 20 participants
using the same criteria. Pilot participants were prohibited from taking the main
study. The participants were informed about their rights and that the study was
approved by the Ethics Committee of the Faculty of Humanities of the University of
Amsterdam (FGW-1461). Participants were paid £1.75 for their participation and the
median time it took them to complete the experiment was 9 minutes and 26 seconds.

4.1.2 Materials

An instance of Reciprocity consists of three premises and a conclusion. We designed
three scenarios to test its validity. Here we present one of the scenarios we tested.
The participants saw Figure 1, accompanied by the following instructions.

There are two switches, A and B, connected to a light. Part of the
circuit is shaded grey. Each switch has three possible positions: up,
in the middle, or down. The current position of the switch is indicated
by a green circle.

As the wiring indicates, the light is on just in case switch A is in the
middle and switch B is either up or in the middle.

11 You can try the experiment for yourself at https://www.tklochowicz.com/experiment_reciprocity.
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Currently, switch A is in the middle and switch B is down, so the light
is off.

Figure 1 The switches scenario, one of three scenarios we tested.

Participants saw the premises (P1–P3), the conclusion (C), a True (T) and a False
(C) control, listed in (7), as well as six fillers, presented in random order.

(7) T If both switches were in the middle, the light would be on.
P1 If switch B were in the shaded area, both switches would be in the

shaded area. B > both
P2 If both switches were in the shaded area, switch B would be in the

shaded area. both > B
P3 If switch B were in the shaded area, the light would be on. B > on
C If both switches were in the shaded area, the light would be on.

both > on
F If both switches were outside the shaded area, the light would be on.

Following Romoli et al. (2022), for each sentence we asked participants whether it
is true, false, or indeterminate. If they answered indeterminate we asked them to
choose between “I strongly feel that there is no right answer” and “I just don’t know;
I am not sure what the answer is”. We added an indeterminate option since some
theories (e.g. Stalnaker’s 1980 supervaluationism) allow conditionals to be neither
true nor false.

Our two other scenarios had the same logical structure, but described different
situations. In the candy scenario the participants were told what flavour of candy
two children got, and had to decide whether both children would be happy with their
candy if the distribution was different. In the third scenario (numbers) the task was
similar but concerned cards dealt to players of a game.12

12 All three scenarios can be accessed via the online version of the experiment; see footnote 11.
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Figure 2 One of four questions from the training phase of the switches scenario.

4.1.3 Procedure

We designed the experiment using the jsPsych library by de Leeuw, Gilbert &
Luchterhandt (2023), and published it through cognition.run. At the outset, the
participants saw information about the experiment and were asked to express their
informed consent for participation. They were then asked to confirm that they were
a native speaker of English.

The experiment consisted of three blocks, one for each scenario (switches, candy
and numbers), presented in a random order. Each block began with a training phase
to familiarise the participants with the materials and the rules in each scenario.
They had to answer four questions which tested their understanding of the rules.
Figure 2 illustrates one of the four questions asked during the training phase for the
switches scenario. The participants received feedback on each answer during the
training phase. If the answer was correct the word “Correct!” appeared briefly on
the screen. If the answer was incorrect, the word “Incorrect!” appeared alongside
the information that they had to wait four seconds and try again. Participants could
not proceed unless they gave correct answers to all training trials. The participants
were then asked to judge the test sentences, controls (see (7)), and six fillers.13 All
sentences were presented in a random order.

4.1.4 Data treatment and statistical analysis

The data were collected using cognition.run, downloaded as a JSON file and con-
verted into a .csv using python. To perform the statistical analysis, we used language
R, the lme4 library and other libraries (R Core Team 2021; Bates, Mächler, Bolker

13 There were four false fillers and two true fillers. This was to result in an even distribution of true and
false answers, assuming that the premises are true in the given contexts.
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& Walker 2015). We visualised our data using ggplot2 by Wickham (2016).14

We excluded from the statistical analysis all responses in which the participant
selected indeterminate and then chose the response “I just don’t know; I am not
sure what the answer is.” Since we were interested in whether Reciprocity is truth-
preserving, we treated the other indeterminate response (“I strongly feel that there is
no right answer”) as not true. We used mixed effect logistic regression as a model for
acceptance rates (true versus false or indeterminate). We considered two separate
GLMER models: the first had the true control (T) as a baseline and the second the
conclusion (C).

We used linear regression to analyse reaction times. The reaction times were
centered around the each participant’s mean reaction time to accurately represent
whether the participant spent more (positive value) or less (negative value) time in a
given trial then on an average trial.

4.2 Results

4.2.1 The pilot

We piloted the study to evaluate the difficulty of the scenarios. We concluded that the
participants could understand the task well since the error rates for the filler items,
as well as the controls did not exceed 25%. The acceptance rates for the premises
(P1–P3), which was above 85%, allowed us to estimate the sample size needed to
get meaningful results (i.e. to have enough trials where all premises are accepted).

4.2.2 Acceptance rates

Participants understood our scenarios well, with a mean accuracy of 90% on the filler
items, confirming the results of the pilot. Moreover, high accuracy on the control
items (see below) indicate that the participants were able to understand and correctly
process sentences of similar complexity to the premises and the conclusion.

Table 1 and Figure 3 present the participants’ responses from all three scenarios.
In the first model (GLMER) we found no significant difference in rates of true
judgements between the True control and any of the premises P1–P3 (all β ≈
2%,all p > 0.15). However, the conclusion C was significantly different from the
true control (β ≈ 24%,all p < 0.001). In the second statistical model (GLMER),
we found out that all the conditions were significantly different from the conclusion
(all |β |> 22%, p < 0.001). Analysing each scenario individually revealed effects of
similar size and significance. We did not find any significant interaction between
conditions (T vs C) and scenarios (all β ≈ 3%, all p > 0.02).

14 The data and the statistical analysis can be found at https://osf.io/v765x/.
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Figure 3 Percentage of ‘True’ responses. Error bars denote Standard Errors.

Sentence True Indeterminate False Not sure
True control 232 0 8 0

Premise 1 225 0 11 4
Premise 2 227 2 8 3
Premise 3 225 2 12 1

Conclusion 163 26 43 8
False control 9 0 229 2

Table 1 Responses from all three scenarios.

On average, in 28% of cases where a participant accepted all of the premises
P1–P3 they rejected the conclusion C. Moreover, half (39/78) of the participants
exhibited this behaviour at least once in a scenario where they additionally also
answered all the controls correctly. Figure 4 presents how participants’ strategies
changed during the experiment.

4.2.3 Reaction times

Participants responded to the trials with a mean reaction time of 6.8 seconds and a
standard deviation of 4.7 seconds. We excluded 25 outlier trials, which were longer
than 21 seconds (3 standard deviations from the mean). Participants took similar
amount of time to react to each scenario (|β | < 0.3sec; p ≈ 0.04;0.23 for candy
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Figure 4 Change in participants’ strategies in evaluation of the conclusion for
different scenarios, across the experiment. Diagonal lines correspond to
a change in response and horizontal lines indicate lack of change.

and switches and β ≈ 0.6sec; p ≈ 0.001 for numbers). On average participants
reacted the slowest to Premise 2 (β ≈ 1.7sec), but they were fast with the controls
(β ≈−0.7sec for False and β ≈−1.2sec for True; all p< 0.001). The other premises
and the conclusion were not different from the average reaction time (β ≈ 0.2sec;
p ≈ 0.2 for P1 β ≈ 0.3sec; p ≈ 0.07 for P3, and β ≈ 0.4sec; p ≈ 0.06 for C). The
reaction times are represented in Figure 5.

Figure 5 Centered reaction times to all test trials. Error bars denote Standard
Errors.

In the second linear regression, we tested the differences between responses
to the Conclusion. When a participant gave the answer False to such a trial, they

12
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spent on average 1.9sec longer than if they were to answer True (p < 0.001). They
also spent longer (1.7sec) if they answered indeterminate, but this difference is
barely significant (p ≈ 0.005), since the number of those responses was small.
Moreover we found a significant interaction between answer polarity (True vs. False
or indeterminate) and the type of condition (control vs. conclusion; p < 0.001).

4.3 Discussion

Our results indicate that Reciprocity is invalid. The premises can all be judged to
be true while the conclusion is not. In the scenarios we tested, the premises were
all accepted at ceiling, with the conclusion accepted significantly less frequently.
Half of the participants judged in at least one scenario that the premises are true
but conclusion is not (42/78). This remains (39/78) when we restrict to those who
correctly answered the true and false controls, indicating that they understood the
scenario and reasoned correctly with conditionals of equal complexity to the test
items. Overall, the inference rule was violated—the premises were all judged true
but the conclusion was not—in 28% of test trials.

Our results nonetheless indicate that the conclusion is not categorically false. It
was judged to be true 70% of the time. Hence, to explain our data, any theory of
conditionals must allow for some variability in the status of the Conclusion.

Turning to reaction times, we observed that evaluating the conclusion as false
or indeterminate took longer than evaluating it as true. This may be because, in
the latter case, the participants only considered moving switch B. Since switch A
satisfies the condition of being in the shaded area, imagining it in a different position
may be more costly.

Alternatively, one might be tempted to propose that as a general rule, it takes
longer to reject a statement than to accept it (for discussion see e.g. Dudschig,
Kaup, Liu & Schwab 2021), and that this explains why evaluating the conclusion
as false or indeterminate took longer than evaluating it as true. However, note
that the difference between accepting and rejecting the conclusion is significantly
greater than the contrast between the true and false controls. This suggests that a
general delay for rejection cannot alone account for why it took longer to reject the
Conclusion rather than accept it.

Moreover, we discovered that verifying the analytically true statement P2 took
much longer. This may be a result of pragmatic oddness associated with verification
of non-informative statements (Grice 1975).
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5 General Discussion

Our results offer a novel and striking challenge to the similarity approach to condi-
tionals. It is impossible to construct a model of Lewis’s or Stanlaker’s semantics in
which premises are true but the conclusion is not. However, a significant number of
participants reasoned in this way.

On the basis of our results, we propose abandoning the similarity approach. The
question is what alternative framework to adopt in its place. Here we discuss four
proposals: Kratzer (2012), Fine (2012), Ciardelli et al. (2018b), and McHugh (2023).

5.1 Kratzer’s lumping semantics of counterfactuals

In this section we show that Kratzer’s semantics of counterfactuals (Kratzer 1989,
2012), on the most natural modelling of the switches scenario, predicts the Con-
clusion to be true. This semantics therefore does not for the significant number of
participants who judged that the Conclusion is not true.

Kratzer (1989) works in a situation semantics, where situations are parts of
possible worlds and propositions defined as sets of situations (as usual, we take
the elements of a proposition to be those situations where the proposition is true).
Kratzer defines the following relationship of lumping between propositions.

(8) Kratzer’s definition of lumping (Kratzer 1989: 616)
Where p and q are sets of situations, and w a world, p lumps q at w iff
a. p is true at w, and
b. Every situation that is part of w where p is true, q is true.

Kratzer starts with what she calls a base set Fw, which is a set of propositions all
of which are true in the world of evaluation w.15 Kratzer (1989: 635; 2012: 133)
proposes the following semantics of “would”-conditionals.

(9) For any world w, admissible base set Fw, and proposition p, the crucial set
Fw,p is the set of all subsets A of Fw∪{p} satisfying the following conditions.
(i) A is consistent.

(ii) p ∈ A.
(iii) A is closed under lumping: for all q ∈ A, r ∈ Fw, if q lumps r in w, r ∈ A.

(10) Given a world w and an admissible Base Set Fw, a “would”-counterfactual
with antecedent p and consequent q is true in w iff for every set in Fw,p there
is a superset in Fw,p that logically implies q.

15 Kratzer (2012: 132–33) imposes some constraints on what counts as an admissible base set which we
will not discuss here. As the reader may verify, they are all satisfied in the choice of base set to come.

14



Experimental Evidence against the Similarity Approach

Let us apply this framework to the Conclusion of our switches scenario, “If both
switches were in the shaded region, the light would be on.” The base set represents
the basic facts about actual scenario. The most natural choice of base set in this
scenario is Fw = {Switch A is in the middle, Switch B is down, The light is on iff A is
in the middle and B is up or in the middle, A switch is in the shaded region iff it is up
or in the middle}.16 Given this base set, Kratzer predicts the Conclusion to be true.17

Stepping back, it is natural to expect that Kratzer’s approach predicts the conclu-
sion to be true. Throughout her extensive work on the semantics of counterfactuals,
she has told a detailed and remarkably compelling story about their meaning:

The truth of counterfactuals depends on everything which is the case
in the world under consideration: in assessing them, we have to
consider all the possibilities of adding as many facts to the antecedent
as consistency permits. If the consequent follows from every such
possibility, then (and only then), the whole counterfactual is true.

(Kratzer 1981b: 201)18

The antecedent at issue is “Both switches are in the shaded area.” The fact that
switch A is in the middle is always consistent with both switches being in the shaded
area (since the middle position is inside the shaded area). Thus the fact that switch A
is in the middle can always be added to the antecedent while preserving consistency.
It is therefore not only the letter, but also the spirit of Kratzer’s approach which
predicts the Conclusion to be true, and which does not account for the significant

16 The reader may wonder why The light is off is not in the base set. The reason is that including it
would generate clearly incorrect predictions for other conditionals, including our true control, “If
both switches were in the middle, the light would be on.” To see this, suppose that The light is off is
in the base set. Consider A = {Both switches are in the middle, A is in the middle, The light is off}.
This satisfies (i)–(iii), and is therefore in the crucial set. However, no more elements of the base set
can be added to A while maintaining consistency: adding B is down or The light is on iff A is in the
middle and B is the middle or up results in inconsistency. So every superset of A satisfying (i)–(iii)
(namely, only A itself) logically implies that the light is off. Kratzer’s semantics would therefore
predict the true control to be false. Removing The light is off from the base set solves the problem.

17 For concreteness, the crucial set is given below. Note that the final element is a superset of every
element and logically implies that the light is on. Kratzer therefore predicts the Conclusion to be true.

{{Both in shaded},
{Both in shaded, A mid},
{Both in shaded, Light on iff A mid and B up or mid},
{Both in shaded, Switch in shaded iff up or mid},
{Both in shaded, A mid, Light on iff A mid and B up or mid},
{Both in shaded, A mid, Switch in shaded iff up or mid},
{Both in shaded, Light on iff A mid and B up or mid, Switch in shaded iff up or mid},
{Both in shaded, A mid, Light on iff A mid and B up or mid, Switch in shaded iff up or mid}}

18 A similar statement also appears in Kratzer (1989: 626; 2012: 127).
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number of participants who judged that it is not true.

5.2 Fine’s truthmaker semantics of counterfactuals

Fine (2012) proposes a semantics of would-conditionals using truthmaker semantics.
This framework is centered around the notion of exact verification. The guiding idea
is that a part of the world, or state, exactly verifies a sentence just in case the state’s
obtaining is wholly relevant to the truth of the sentence (Fine 2017). Fine (2012)
offers the following semantics of would-conditionals in terms of exact verification.

A >C is true at a world w just in case for every exact verifier t of A
and possible outcome u of t at w, u contains an exact verifier of C.

Note that this semantics satisfies a principle Fine calls Universal Realisability of the
Antecedent: a conditional is true only if it is true for any way in which its antecedent
might be true (Fine 2012: 236). Plausibly, one way for both switches to be in the
shaded area is for them to both be up, in which case the light is off. Fine’s semantics
therefore leads us to expect the Conclusion, “If both switches were in the shaded
area the light would be on” to be false.

More formally, let us represent the antecedent as a conjunction, Switch A is in
the shaded area and switch B is in the shaded area. Fine (2017: 562) offers an exact
verification clause for conjunction: a state s exactly verifies A∧B just in case s is
the fusion of states t and t ′, where t exactly verifies A and t ′ exactly verifies B. It is
natural to assume that the state of switch A being up exactly verifies that switch A is
in the shaded area; similarly for switch B. Thus their fusion exactly verifies that both
switches are in the shaded area. One outcome of both switches being up is that the
light is off. Fine therefore predicts the Conclusion to be false. This does not account
for the majority of participants who judged it true.

5.3 Ciardelli, Zhang & Champollion’s background semantics

Ciardelli et al. (2018b) work within inquisitive semantics, where a proposition is a set
of information states, and an information state a set of worlds (Ciardelli, Groenendijk
& Roelofsen 2018a). Plausibly, we assume that the antecedent “Both switches are in
the shaded area” is not inquisitive (i.e. consists of a single information state), so this
aspect of their proposal does not affect their predictions for our experiment.

They offer a semantics of counterfactuals based on the intuitive idea that coun-
terfactual antecedents draw a distinction between foreground and background facts.
“Background facts are held fixed while making a counterfactual assumption, while
foreground facts are allowed to change” (2018b: 599). They propose that a fact is
allowed to change when it is “called into question” by the conditional antecedent.
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This happens when the fact either (i) contributes to the falsity of the antecedent in
the actual world, or (ii) is causally dependent on a such a fact. A fact f contributes
to the falsity of a proposition a at world w just in case there is some set of facts F at
w that is consistent with a, but F ∪{ f} is not.

Ciardelli et al. frame their account within structural causal models.19 We assume
that the causal model of our switches scenario consists of a variable representing
whether switch A is up, in the middle, or down, a similar variable for switch B, one
representing whether the light is on or off, and an equation stating that the light is on
just in case switch A is in the middle and B is in the middle or up.20

Given these assumptions, Ciardelli et al. predict that we fix the fact that switch
A is in the middle when we interpret the antecedent “If both switches were in the
shaded area”. This fact does not contribute to the falsity of this antecedent (since
switch A being in the middle is always consistent with both switches being in the
shaded area), nor is it causally dependent on such a fact. Thus their proposal, like
the similarity approach and Kratzer’s, predicts the conclusion to be true.

5.4 McHugh’s aboutness semantics of counterfactuals

McHugh proposes the following semantics of conditionals, based on a notion of
aboutness (for a formalisation see McHugh 2022, 2023: chapter 2).

1. Pick a time at which to imagine the antecedent true.
2. Allow the part of the world the antecedent is about at that time to vary.
3. Play forward the laws.
4. Restrict to worlds where the antecedent is true.
5. Check if the consequent is true at the resulting world(s).

We write “world(s)” to cover selectional approaches to conditionals, according to
which a conditional is true just in case the consequent is true at the unique world
selected from the relevant domain (e.g. Cariani & Santorio 2018; Mandelkern 2018).

The thought is that when we interpret a conditional, we allow the part of the
world its antecedent is about to vary. The guiding idea of aboutness is that a sentence
is about the part of the world that exactly determines its truth value (McHugh 2023:
108). This allows for variation in what a sentence is about; for example, McHugh
(2023: 123–24) offers two views on aboutness. On the truthmaker view, a sentence
is about the parts of the actual world that exactly verify or falsify it. The state of
switch B, but not switch A, exactly verifies or falsifies that both switches are in the

19 See Pearl (2000); Schulz (2007); Kaufmann (2013).
20 Though note that Ciardelli et al.’s (2018b) predictions would remain the same if we replaced these

variables with ones merely representing whether or not each switch is in the shaded area.
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shaded area, so this view predicts that participants only vary the position of switch
B when interpreting the conclusion. The truthmaker view therefore predicts the
conclusion to be true.

On the subject matter view, a sentence is about the exact verifiers and falsifiers
of its atomic sentences.21 We assume, plausibly, that switch A is in the shaded area
is an atomic sentence of both switches are in the shaded area. This predicts that we
vary switch A when we interpret C. The subject matter view therefore predicts the
conclusion to be false. Assuming that our concept of aboutness is vague, allowing
for both of these views, correctly predicts the intermediate status of the conclusion.

Appendix. Proof that Lewis’s semantics in (1) validates Reciprocity

Proof. For any world w and sentence A, let w |= A denote that A is true at w. Pick
any world w and suppose A > B, B > A and B >C are true at w. To show that A >C
is true at w, pick any x |= A. We have to show that there is a y |= A such that y ≤w x
and for all z ≤w y, z |= A →C. We show this as follows, illustrated in Figure 6.

Since w |= A > B and x |= A, there is a v |= A such that v ≤w x and (i) for all
v′ ≤w v, v′ |= A → B. Since ≤w is reflexive, v ≤w v, so v |= A → B. Thus v |= B.

Since w |= B > A and v |= B, there is a u |= B such that u ≤w v and (ii) for all
u′ ≤w u, u′ |= B → A. Since w |= B >C and u |= B, there is a y |= B such that y ≤w u
and (iii) for all z ≤w y, z |= B →C. Since y ≤w u, by (ii), y |= B → A. Then as y |= B,
y |= A. And as y ≤w u ≤w v ≤w x, by transitivity of ≤w, y ≤w x.

We show that z |= A →C for all z ≤w y. Pick any z ≤w y. Then z ≤w y ≤w u ≤w v,
so by transitivity of ≤w, z ≤w v. Then by (i), z |= A → B. And since z ≤w y, by (iii),
z |= B →C. Hence z |= A →C.

x

v

u

y

z

A

A∧B

A∧B

A∧B

A →C

A → B B →C

Figure 6 Illustrating the proof that Reciprocity is valid on Lewis’s semantics.

21 This follows what Hawke (2018) calls an ‘atom-based’ approach to subject matter. For discussion of
the notion of subject matter see Yablo (2014: 42), Fine (2016: 11), Berto (2018: 1878).
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