A generalized inquisitive semantics.*

Ivano A. Ciardelli

In Inquisitive Semantics, formulas are evaluated on ordered pairs of indices;
actually, the order of the pair is irrelevant, so these pairs could just just as well
be taken to be non-empty sets of indices of cardinality at most two. This last
restriction, however, sounds particularly unnatural, especially considering that
the definition of inquisitive semantics can be easily reformulated in such a way
that it is meaningful for any non-empty set of indices.

In this little paper I investigate the consequences of undertaking this gener-
alized approach. In section 1 I introduce the generalized inquisitive semantics,
I reformulate the notions of standard inquisitive semantic for this extended set-
ting, and I prove many basic properties of the system, most of which are the
analogue of properties of inquisitive logic.

In section 2 I prove some results concerning the expressive completeness of
the language with respect to the given semantics. It turns out that all the
“meanings” are expressible by a formula which uses only negation and dis-
junction, while “classical meanings” - those which correspond to meanings of
assertions - can be expressed using only negation and conjunction. These results
also yield two normal form results.

In section 3 I analyse the logic GIL arising from our semantics. I show that
this strictly contains intuitionistic logic and is strictly contained in standard
inquisitive logic. I give examples of formulas which are valid in inquisitive logic
but not in our generalized setting. Additionally, I also prove a result expressing
a strong form of adequacy of GIL as a logic to reason about sets of possibilities.

Finally, in section 4 I compare the way standard inquisitive semantics and
this generalized inquisitive semantics deal with the inquisitive component of the
meaning of disjunction, that is, the issue of formulas specifying possibilities. I
point out a rather severe shortcoming of standard inquisitive logic, which in
many case does not render all the possibilities that a formula should - intu-
itively speaking - specify. I show that the generalized setting is immune from
this shortcoming and thus provides a more faithful account of the meaning of
disjunction. In the final part of section 4 I give an explanation of what exactly

*This paper was written as a term paper for the course Semantics and pragmatics taught
at the University of Amsterdam in autumn 2008. It builds on Groenendijk (2008b), which is
an extended version of Groenendijk (2008a); it is the semantics presented in those papers that
I refer to as standard or restricted Inquisitive Semantics. Another reference for this semantics
is Mascarenhas (2008). Please note that Floris Roelofsen and I are currently in the process
of writing up an article which improves and extends the present paper and will make the new
version available as soon as possible.



goes wrong in standard inquisitive semantics and why the generalized semantics
is a more natural environment for the specification of possibilities.

1 Definitions and basic facts

First let me briefly recall the syntax of the language we are going to use. Given
a finite set P of propositional letters, the language Lp is nothing but the propo-
sitional language on P where the operators that we take as primitive are L, V,
A and —; in other words, Lp contains exactly those formulas which are built up
from propositional letters in P and the symbol L using the binary connectives
A,V and — .

Note that T am not going to take the operators —, | and 7 as primitive, since
also in this generalized setting they would turn out to be definable in terms
of the other operators. This allows shorter inductive proofs and definitions.
Rather, for any formula ¢ € Lp, we will use the following notations:

e —¢ is the formula ¢ — 1;
e ?7¢ is the formula ¢ V —¢;
e !¢ is the formula =—¢.

Recall that a P-index (or a P-valuation) is a map from P to {0,1}, and we
denote by Ip the set of P-indices. For any set X, I denote by Py(X) the set
P(X) — {0} of non-empty subsets of X.

Definition (Generalized Inquisitive Semantics). ! The satisfaction rela-
tion |= between Po(Ip) and Lp is defined inductively by the following clauses.
For any non-empty? subset S C I,:

1. SEpiff v(p) =1 for all v € S

2. S L

3. SEONYIT SEE¢and S E 9y

4. SEoVvyif SE¢or S E Y

5. S E ¢ — ¢ iff for any non-empty T'C S, if T |= ¢ then T |= 1.

INote that this semantic, while resembling standard Inquisitive Semantics, differs signif-
icantly from Cresswell’s possibility semantics (Cresswell, 2004). For, when it comes to the
meaning of disjunction, Cresswell refuses the rule that is used here as it is not “classically
respectable”. This means that in general, it is not the case that S | ¢ V 4 iff for any v € S,
vE@QV.

But this fact is precisely the strength of our system, since it is exactly this key property of
disjunction which gives rise to inquisitiveness: without it, as we shall see, all formulas would
admit only (at most) one possibility, and so every formula would behave classically.

2This non-emptiness restriction can and should be lifted, and indeed it will be lifted in the
forthcoming article; this leads to much nicer formal properties of the system as we no longer
have to treat contradictions as a special case.



Fact (Persistency). Let S,T be non-empty sets of P-indices. If T C S and
S E ¢, then T = ¢.

Proof. By induction on the complexity of ¢.

1. First consider the case that ¢ is a propositional letter p. For any v € T,
v € S and since S |= p, by definition v(p) = 1. So T |= p.

2. Consider ¢ = x A&, Then S | ¢ amounts to S = x and S = &; then by
induction hypothesis we have T |= x and T = &, whence T' = ¢.

3. Consider ¢ = x V& Then S = ¢ amounts to S = x or S | &; in the
former case by induction hypothesis on x we have T' |= x; in the latter
case, by induction hypothesis on £ we have T' |= £; so in any case we know
that T = x or T |E &, whence T = ¢.

4. Consider ¢ = x — €. Take any non-empty U C T since T C S we have
U C S, and by the semantics of implication, S = x — £ implies that if
U E x, then U | £. So we conclude that for any non-empty U C T, if
U = x then U | &: by definition this means T = ¢.

Fact (Classical behaviour of singletons/endpoints). For any P-index v
and any formula ¢ € Lp, {v} | ¢ iff v = ¢ in the classical sense (i.e. ¢ is true
classically under the valuation v).

In particular, for any ¢ we have either {v} |= ¢ or {v} = —¢.

Proof. We will prove the claim by induction on ¢. Let v be a P-index and
proceed by induction on ¢. For propositional letters we have: {v} | p iff
u(p) = 1 for all indices u € {v}, iff v(p) = 1.

The case for L is trivial and the inductive steps for conjunction and disjunc-
tion are utterly straightforward.

Finally we come to the inductive step for implication; suppose our claim
holds for x, &, we have: {v} | x — & iff for all non-empty T C {v}, if T | x
then T' = &; since the only non-empty subset of {v} is {v}, this condition boils
down to: if {v} = x then {v} | &; then by induction hypothesis this is equiva-
lent to: if v £ x, then v |= £, and this is in turn equivalent to v = x — £. Our
inductive proof is thus complete.

Having established this result, in the following I will not distinguish the
statements v |= ¢ (in the classical sense) and {v} | ¢, since we now know that
they both amount to the very same thing. Note that as a particular case of
persistency we have the following: if S |= ¢ and v € S, then v = ¢.



Fact (Truth conditions for =, ! and ?). For any non-empty set S of
P-indices and any formula ¢ € Lp we have:

1. SE-¢iff forallve S, vE —¢.
2. SElgiff forallve S, v ¢.
3. S E7¢ iff either S |= ¢, or all v € S validate —¢.

Proof. We exploit heavily the classical behaviour of singletons.

1. The left-to-right direction is immediate by persistency. For the converse,
reasoning by contraposition suppose that S (£ —¢: by the meaning of
implication, this means that there is a non-empty 7' C S such that T' |= ¢
(and trivially T = 1); but then take a v € T: by persistency, v = ¢; and
since v € S (because v € T C S) it is not the case that for all v € S,

v E ¢

2. Since !¢ is =—¢, we use the previous point which gives us: S !¢ iff for
all v € S, v = =—¢; but this amounts exactly to: for all v € S, v = ¢.

3. Suppose S =7¢: by the meaning of disjunction, either S |= ¢, or else
S | —¢, in which case by persistency all v € S validate —¢. Conversely,
if S = ¢ obviously S E7¢; and if all v € S validate ¢, then by point 1
we have S = —¢, so S E?¢.

Fact (Generalized Inquisitive Semantics extends Inquisitive Seman-
tics). Let v, w be two P-indices. For any formula ¢ € L, we have the following:
(v,w) E ¢ (in the sense of standard Inquisitive Semantics) iff {v,w} E ¢. We
omit the explicit proof of this fact, which is utterly tedious and straightforward
(by induction on ¢): basically, this is true because spelling out the definition we
see that (i,j) | ¢ and {i,j} = ¢ are simply defined in exactly the same way!

This fact allows us to recover immediately results about the classical version
of Inquisitive Semantics from this generalized setting. For instance, by persis-
tency we see that if (v, w) = ¢, then both (v,v) E ¢ and (w,w) [ ¢; also, we
have (v,w) = ¢ iff {v,w} E ¢ iff (w,v) &= ¢. So we see immediately that the
meaning of a formula (in the sense of standard Inquisitive Semantics) is a re-
flexive symmetric relation. Or, again, if v = w, then {v,w} = {v} is a singleton
and behaves classically: so all the points (v,v) behave classically in standard
Inquisitive Semantic.

Definition (Meaning). For ¢ € Lp, the meaning of ¢ is the set containing all
non-empty sets of P-indices which validate ¢, namely: [¢] := {S € Po(Ip)|S |
¢}

We also define the classical extension of ¢, in symbols |¢], to be the set of
valuations satisfying ¢ (in the classical sense): |¢] = {v € Ip |v = ¢}.

Note that for any ¢, S = ¢ implies S C |¢]|. For, let S € [¢]: then for any
v € S we have v = ¢ and so v € |¢]; thus S C |¢].



In terms of meanings, this fact can be rewritten as: for any formula ¢,

[¢] € Po([2)).

Fact (Generalized Inquisitive Semantics formulated in terms of mean-
ing). The following facts are immediate consequences of the definition of the
Generalized Inquisitive Semantics and the above remark on the semantics of —, !
and 7.

L [pl = Po(lp))

2. [ovyl =[elV[¥]

3. [ony] =[eln[¥]

4. [¢ =] = {5 Po(S) € [(PolIp) — [¢]) U [¥]1}
5. [=¢] = Po([-0])

6. ['¢] = Po(lo))

7. [7¢] =[] U Po([—0))

Definition (Possibilities). A non-empty set of indices S is a possibility for
¢ in case S E ¢ and there is no T 2 S such that T | ¢: in other words,
a possibility for ¢ is a maximal set validating ¢. In terms of meanings, this
definition can be rewritten nicely: a possibility for ¢ is a maximal element of
the partial order ([¢], C). The set of possibilities for ¢ is denoted by 7[¢].

Fact. Let S € Po(Ip). S |E ¢ iff S is included in a possibility for ¢ (possibly
itself).

Proof. Suppose that S can be extended to a possibility for ¢, i.e. suppose that
there is T' 2 S such that T is a possibility for ¢. By persistency, since T = ¢,
also S = ¢. Conversely, suppose S |E ¢, and let Ty = S. If there is no strictly
bigger T7 D Ty which validates ¢, then S itself is a possibility, by definition;
otherwise, consider a T7 D Ty which validates ¢: either T3 is a possibility, or
there is 75 D T validating ¢; then we look whether T5 is a possibility, and so
on. For some n, T, must be a possibility: for, otherwise the sets Ty C 17 C
would constitute a chain of strictly increasing subsets of Ip, which is impossible
since Ip is finite. In conclusion, for some natural n we will have that S C T,
and T, is a possibility.

Corollary. For any formula ¢, |Jn(¢) = [¢].
Proof. If v € |Jm(¢), then v € S for some possibility S for ¢; then, since

S E ¢, by persistency v = ¢, so v € |¢]. Conversely, if v € |¢| then v &= ¢ and
therefore v C S for some possibility S € 7(¢), whence v € |J ().



Definition (Inquisitiveness, Informativeness). Let ¢ € Lp:
1. we say that ¢ is informative in case |J7[¢] # Ip.

2. we say that ¢ is inquisitive in case |7[d]| > 2.

Remark (¢ is informative iff it is not a classical tautology). Note that
according to the previous corollary, item 1 of this definition is equivalent to: ¢
is informative iff |¢| # Ip, that is to say, iff it is not a classical tautology.

We say that ¢ is a contradiction in case [¢] = 0, that is, if ¢ is true on
no S € Py(Ip). As we will see later on, ¢ is a contradiction iff it is classical
contradiction. Also, note that ¢ is a contradiction iff w(¢) = 0.

Note that the notion of informativeness (and thus the notion of question that
we will see in a moment) given here differs from that in Groenendijk (2008b),
allowing a contradiction to be informative. This difference only depends on my
choice of the definitions, and it has nothing to do with the relations between the
generalized and the restricted inquisitive semantics. I have chosen this definition
exclusively because it gives slightly more elegant properties.

Definition (Assertions, Questions) . Let ¢ € Lp.
1. ¢ is a question iff it is not informative.

2. ¢ is an assertion iff it is not inquisitive. In other words, ¢ is an assertion

iff |[w(¢)] = 1 or ¢ is a contradiction. We say that an assertion ¢ is
consistent in case it not a contradiction; so, ¢ is a consistent assertion in
case |m(¢)| = 1.

Fact (Alternative characterizations of questions and assertions.)
1. ¢ is a question iff it is a classical tautology.

2. ¢ is a consistent assertion iff |¢] | ¢. In fact, we will prove this nice,
stronger fact: if ¢ is a consistent assertion, then the unique possibility for
@ is |@]; conversely, if | @] = ¢, then |¢] is a possibility for ¢, and it is
the unique one.

Proof.

1. It is immediate from the definition of question and the above remark that
¢ is informative iff it is not a classical tautology.

2. Suppose that |¢| = ¢. Consider any other set S such that S = ¢: by
persistency, for any v € S we have v | ¢ and therefore v € [¢]; so
S C |¢]. In particular, if S is any possibility, then S is a mazimal subset
validating ¢, so (since |¢| = ¢) S cannot be strictly contained in |¢]:
thus S = |¢]. This proves that every possibility for ¢ coincides with |¢],



i.e. that |¢] is the unique possibility for ¢. So in particular |7 (¢)| = 1
and ¢ is a consistent assertion.

Conversely, suppose ¢ is a consistent assertion, and let S be the unique
possibility for ¢. Consider any v € |¢]: then v E ¢, so {v} can be
extended to a possibility for ¢, and since the only possibility for ¢ is
S, v e S. So |¢|] € S. Conversely, suppose v € S: since S |= ¢, by
persistency we have v = ¢ and so v € |¢]; this proves S C |¢] and thus
S =|¢]|. So |¢] is the unique possibility for ¢. In particular |¢| = ¢.

One immediate consequence of the second fact is that if ¢ is an assertion,
then the following property holds:

(Hrd) forany S € Po(Ip) (SE¢ & viEforanyv e S)

But in fact, we shall be able to say something stronger in a moment, namely
that the converse implication holds as well: if ¢ has the property (Hrd), then ¢
is an assertion.

Remark. For all consistent ® ¢, [¢] = ¢ iff [¢] = Po(|0]).

Proof. If [¢] = Po(|¢]), then since |¢] € Po(|¢]) we have |¢] | ¢. Con-
versely, if @] E ¢, then for any S C |¢], S | ¢, so Py(|¢]) C [¢], and since

the converse inclusion holds for any formula, Po(|¢]) = [¢].

This remark shows that ¢ is an assertion if and only if the property Hrd
holds for ¢. In other terms, we can think of assertions as precisely those formulas
whose meaning is “hereditary”: whenever all the elements of a set satisfy an
assertion, the set satisfies it as well. Conversely, any formula displaying this
kind of behaviour is an assertion.

Fact. For all pe P and all ¢ € Lp:
1. p is an assertion;
2. —¢ is an assertion;
3. ¢ is an assertion;
4. 7¢ is a question;
5. if ¢, are assertions, then ¢ A1 is an assertion.

6. if ¥ is an assertion, then ¢ — 1 is an assertion.

3The assumption of consistency here is only necessary because in the formulation of the
semantics we do not allow the empty state, and thus for contradictions the statement would
be meaningless; let me remark once again that I do not agree with this choice anymore.



Proof . Items 1 to 3 follow from the previous remark together with the fact
proved above, that [] = Po([9]) for ©» = p, ¢ and l¢. As for item 4, ?7¢ is a
question because it is a propositional tautology.

For item 5, suppose ¢, 1) are assertions: then for any S € Py(Ip), we have
SEONY I S|E ¢ and S | ¢; since ¢, are assertions, this happens iff all
v € S validate ¢ and all v € S validate 1, that is to say, iff all v € S validate
both ¢ and ; this, in turn, is the case iff all v € S validate ¢ A . So ¢ A has
the property Hrd and therefore it is an assertion.

Finally, suppose % is an assertion. Let S € Py(Ip): if S = ¢ — 1, then by
persistency any v € S validates ¢ — 1. Conversely, suppose v = ¢ — 1 for all
v € S and consider any subset T' C S; suppose T' = ¢: then any v € T validates
@; but any such v is in S and so it validates ¢ — 1: thus for any v € T, v = ¥,
and since 9 is an assertion this implies 7' |= . This shows that S = ¢ — 1.
So ¢ — 1 satisfies (Hrd) and therefore it is an assertion.

Note that items 1,2, 5 and 6 immediately imply the following fact, which
shows that disjunction is the “source” of inquisitiveness in our language.

Fact (All disjunction-free formulas are assertions). Call a formula disjunction-
free in case no disjunction occurs in it, and conjunctive in case it is built up
from propositional letters using only negations and conjunctions.
Then we have the following: if ¢ is disjunction-free, then ¢ is an assertion.
In particular, every conjunctive formula is an assertion. (We shall see later on
why the conjunctive fragment of the language is relevant).

Definition (Equivalence). We say that two formulas ¢, € Lp are equiva-
lent, in symbols ¢ = 1, in case [¢] = [¢].

Fact (Iteration of ? and !) . For any formula ¢ we have !l¢ =l¢$ and

276 =76,

Proof. For any S € Py(Ip), S El¢ iff for any v € S, v | ——¢, iff for any
veS, SkE o, iff SE!e.

As for the second claim, obviously if S =7¢ we have S E=77¢. Conversely,
suppose S =77¢: then S =7¢ or S | —7¢. But =?¢ is a contradiction (because
[=7¢] = Po(Ip — |7¢]) = Po(0) = 0), so S = ~7¢; therefore S E7¢ and our

claim is proved.

Fact (Division in Theme and Rheme) For any formula ¢ we have ¢ =

A2

Proof. Take any S € Po(Ip). Suppose S = ¢: then immediately we have
S E ¢V g, that is S E7¢; moreover, by persistency, for any v € S, v = ¢ and
therefore S =lg; so we have S ElpA?¢. Conversely, suppose S ElpAT¢; since
S E?¢, either S = ¢ or for all v € S, v = —¢; but the latter cannot be the case,



since S E=l¢ implies that any v € S validates ¢ and S is non-empty; therefore,
S E ¢ must hold.

Fact (Weak Distribution Laws). For any formulas ¢4, ..., ¢, we have:
1. ==(p1 V... V) = (01 Ao A —gy)

2. _\_\(¢1/\.../\¢n)E_\(_|¢1\/...\/—\¢n)

Proof. Let S € Py(Ip). We have S |= —=(¢1 V...V ¢y,) iff for any v € S it is
v = ¢1 V...V ¢p; this holds iff for any v € S, v = ~(=p1 A ... A —py,), which
in turn holds iff S = —=(=¢1 A ... A =¢y). The second weak distribution law is
proved analogously.

2 Expressive completeness

Definition (Picture). A (possibly empty) collection II C Py(Ip) of non-
empty P-indices is called a picture in case there are no two distinct elements
P,Q in II such that P C Q. In other words, II is a picture iff its elements are
pairwise incomparable with respect to C.

For any formula ¢, its set of possibilities 7(¢) is a picture: for, by defini-
tion, a possibility is a mazimal subset satisfying ¢, and therefore it cannot be
contained in another, different possibility. So the possibilities for ¢ are pairwise
incomparable, and thus 7(¢) is a picture, which we call the picture of ¢. By
extension, if IT is any picture we refer to the elements of II as the possibilities
of II.

Note that the picture of a formula ¢ can be effectively computed from ¢:
clearly, by the finiteness of our semantics, for any set S we can effectively decide
whether S |= ¢; then, once we know which sets satisfy ¢, with an easy algorithm
we can select all the maximal ones, which are precisely the elements of 7 (¢).

The following fact says that the picture of ¢ characterizes ¢ up to logical
equivalence.

Fact (Pictures characterize formulas up to logical equivalence). For
any formulas ¢,v in Lp, 7(¢) = w(¢) iff ¢ = 4.

Proof. If ¢ = 1, then ¢ and @ are true on exactly the same sets, so clearly
7(¢) = w(¢). Conversely, suppose 7(¢) = w(¢p) and consider any set S: we
have S |= ¢ iff there is T' € w(¢) such that S C T, iff there is T' € 7(¢)) such
that S C T, iff S E 1. So ¢ and 9 are equivalent.

We know that any formula describes a picture. Is every picture described by
a formula? If so, our language is rich enough to express all “possible meanings”.
The following proposition gives a positive answer to this question.



Theorem (Expressive Completeness). For any picture II there is a “char-
acteristic” formula xgy such that IT = w(xr). Moreover, xi1 can be constructed
using only negation and disjunction as connectives, so already the fragment of
the language using only —, V is expressively complete.

Proof. Let II be any picture. First, for any P-index v we want to define
a sentence v, such that for any P-index w, w E v, & w = v. For any
propositional letter p, let d,(p) be p if v(p) = 1, and —p if v(p) = 0. Then
consider v, = /\peP dy(p): for any P-index w, w | v, iff for any letter p,
w E 6, (p), iff for any p it is w(p) = v(p), that is iff w = v.

Now consider the formula p, := =\ p =d,(p), which uses only - and V:
since p, and v, are classically equivalent, for any P-index w, w |= u, iff w = v.

Now for any possibility P € II, define {p :=!\/ . p 1. We will now show
that {p characterizes the possibility P in the following sense: for any S €
Po(Ip), S |E &p iff S C P. In fact, for any set S we have S = &p iff for any
w € S, wE V,yeptw; but w =\ cpp, iff there is some v € P such that
w | wy, and so such that w = v; so the above condition amounts to the fact
that any w € S is in P, i.e. that S C P.

Finally, define x11 := \/ pc p- Note that xpp is built up from propositional
letters with the use of the only connectives = and V. For any S € Py(Ip),
S E x iff there is P € II such that S = £p, and so iff there is P € II such that
S C P, that is to say, iff S is included in a possibility of II.

Now it is easy to check that II = w(xm). If P € II, then P = xnp and so
it is included in some S € 7w(xm); but since S € n(xmn), S = xn and so S is
included in some P’ € II: so P C P’ and since two elements of a picture are
incomparable it must be P = P’, whence also P =S € 7(x1). This shows that
IT C 7w(xm).

As for the converse inclusion, take S € 7(xm): since S = x1, by the above
property of xy1 there must be P € II such that .S C P; but since II C 7(xm1), P
is a possibility for x; and therefore by maximality it must be S = P, whence
S € II. This shows 7(xm) C II. The equality 7(xm) = II is thus proved.

: l?otemthat if IT = (), then xn Vpegép = L and our proof still works, since
m(Ll) =0.

Note that the expressive completeness of the language immediately gives us
a Normal Form Theorem. Call a formula £ normal in case £ = xq for some
picture II. Note that, by construction, w(xm) = II (this is precisely what the
theorem amounts to!).

Corollary (Normal Form Theorem). Any formula is equivalent to exactly
one normal formula. Moreover, this formula can be effectively computed from
the original one.

Proof. For any formula ¢, xr(4) is a normal formula and ¢ = xr(4) because
7(¢) = Xr(¢) and we have seen above that pictures characterize formulas up to

10



logical equivalence.
For uniqueness, suppose ¢ = xp1 for some picture II: then 7(¢) = w(xm1) = 11,
SO XTI = Xn(g)- Lhus, Xr(¢) is the unique normal formula equivalent to ¢.
That xr(4) can be effectively computed from ¢ is fairly obvious: we know
that m(¢) can be computed from ¢; then the above theorem tells us how to
construct X (g out of 7(¢).

Definition (Classical Picture). We say that a picture II is classical iff
ITI] < 1. So a classical picture is either empty, or a singleton.

By definition, the picture of an assertion is classical. Conversely, any classical
picture is the picture of an assertion: for, given a classical picture II, the formula
X1 is an assertion, since it has II as its picture.

But we can say more: recall that we have shown above that any conjunctive
formula (i.e. containing only negation and conjunction) is an assertion. Con-
versely, we shall now show any classical picture can be described by a conjunctive
formula.

Fact (Expressive completeness of the conjunctive fragment with re-
spect to classical pictures). If II = {P} is a classical picture, there is a
conjunctive formula &y such that II = 7w (&p).

Proof. This fact is more or less a byproduct of the previous proof of expressive
completeness with respect to arbitrary pictures. If IT = {), then IT = 7(L) and
1 is a conjunctive formula.

Otherwise, IT is a singleton, say II = {P}. For any P-index v, we have shown
above how to define a formula v, which uses only the connectives —, A and such
that for any P-index w, w v, & w = wv.

Then define &y as: &n = = \,cp V. Note that & is a formula which
only uses the connectives —, A; this is just a syntactic variant of what we were
doing for each possibility in the above proof. We claim that for any set .5,
S )Z &ne SCP.

Recall that by the weak distributive laws, &7 is equivalent to !\/v€ pVy. SO
for any S € Po(Ip), we have: S |= &y iff for any w € S, w = \/, cpvo. Now
for any w, w =\, cp v iff there is v € P such that w = v,, which happens
iff there is v € P such that w = v, that is to say iff w € P. So we conclude:
S )Z &nes SCP.

Now, since P C P, P | & and therefore it is included in a possibility
S € 7(&m); but then S = & and so S C P, whence P = S € 7(&r1). Conversely,
for any possibility S € 7(&n), S validates & and therefore S C P, and since
P € n(&n), S = P. This proves that P is the unique possibility for £y, i.e. that
IT = w(&m). This completes the proof.

Note that also in this case this expressive completeness result comes with
an associated normal form result. Call a formula & normal assertive in case

11



& = £y for some classical picture II. Note that normal assertive formulas are
conjunctive formulas.

Fact (Normal form for assertions). Any assertion is equivalent to exactly
one normal assertive formula.

Proof. If ¢ is an assertion then by construction of (4 we have 7(¢) =
T(&x(¢)), and so, by a previous result, ¢ = & (4).

For uniqueness, suppose ¢ is equivalent to &rp: then 7(¢) = (&) = 11, so
actually {1 = &r(¢): this shows that & (4) is the unique normal assertive formula
equivalent to ¢.

As a particular case of this result we have that ¢ is an assertion if and only
if it is equivalent to a conjunctive formula.

3 Generalized Inquisitive Logic

Definition (GIL-Entailment, GIL-Validity). Let ¢1,...,¢,,¥ € Lp. We
say that ¥ is entailed by ¢1,...,¢, - in symbols ¢1,...,¢, = ¥ - in case for
any S € Po(Ip), if S | ¢; for i =1,...,n then S |= 1.

We say that ¢ is valid in case |= v, that is to say, in case S |= ¢ for any
S e Py (Ip)

We call Generalized Inquisitive Logic (GIL for short) the set of formulas
which are valid in the sense just defined.

Fact (Validity reduces to truth on Ip). For any formula ¢, | ¢ iff
Ip = ¢.

Proof. The left-to-right direction is trivial: = ¢ implies S = ¢ for any non-
empty set of indices. Conversely, suppose Ip | ¢: then for any non-empty
S C Ip we have S |= ¢ by persistency; so | ¢.

Fact. For any formula ¢, ¢ is a contradiction in generalized Inquisitive Se-
mantics iff it is a classical contradiction. (Note that the same holds for standard
Inquisitive Logic).

Proof. If ¢ is a contradiction in inquisitive semantics, then for no index v we
have {v} = ¢, which is the same as v |= ¢: so ¢ is a classical contradiction.
Conversely, suppose ¢ is not a contradiction in inquisitive semantics: then there
is some non-empty S |= ¢, and because it is non-empty, there is some v € S for
which, by persistency, we have v |= ¢: so ¢ is not a classical contradiction.

This fact also shows that in Inquisitive Logic (generalized or standard), it is
not the case that ¢ is valid iff —¢ is a contradiction (although this is true if ¢ is
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an assertion); instead, it is the case that ¢ is a question iff —¢ is a contradiction:
for, ¢ is a question iff it is a classical tautology, iff —¢ is a classical contradiction,
iff =¢ is a contradiction.

Fact. All the inquisitive entailments and validities listed in Fact 14 of the
student paper hold in our generalized setting. The proof of any of those facts
is more or less trivial, and so I omit it. In particular, note that we have the
deduction theorem: for any ¢1,...,¢n, %, it is ¢1,...,0, E b <= E ¢1 A

Definition (Entailment for pictures). Let IL,II' be two pictures. We say
that IT entails IT’, and we write IT < I, in case any possibility P € I is included
in some possibility P’ € IT'.

Fact (Entailment is a partial order on pictures) . Let Pic be the set
of pictures for a fixed finite set P of propositional letters. Then (Pic, <) is a
partial order.

Proof.

e (Reflexivity). For any II € Pic, II < II because trivially, any P € II is
included in itself.

e (Antisymmetry). For any IL,II' € Pic, suppose II < II' and 1" < II.
Then for any P € II there is a P’ € I’ such that P C P’; in turn, it
must be P/ C @Q for some Q € II; but then we have P C @, and since
distinct elements of a picture are incomparable, this implies P = @ and
thus P = P'.

This shows that IT C IT'. Analogously we prove the converse inclusion and
thus the equality II = IT'.

o (Transitivity). For any II,II',TI” € Pic, suppose IT < II' < TI"”: then for
any P € II there is P’ € II' such that P C P’; but in turn, this P’ must be
contained in P” for some P” € 11", whence P C P” as well. This shows
that IT < II”.

Fact (Entailment between formulas amounts to entailment between
their pictures). For any formulas ¢,, we have ¢ = ¢ iff w(¢) < ().

Proof. Fix any ¢,v and suppose ¢ = ¢. Then, consider a possibility P €
w(¢): P |E ¢ and so P = 1, whence P must be contained in a possibility
S emn(y). Sow(¢p) < ().

Conversely, suppose m(¢) < m(¢). Then if S |= ¢, S C P for some possibility
P € 1(¢); then P C P’ for some possibility P’ € w(¢), so S C P’ and therefore

S . So ¢ = ¢
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Let me now indulge in a short mathematical aside. It is easy to see that
the relation of equivalence between formulas is indeed an equivalence relation
on Lp, whence we can form the quotient Lp. We denote the equivalence class
of ¢ by [¢]-

If 9 = ¢ and ¥ = ¢', then ¢ = ¢ iff ¢’ = : this guarantees that we
can consistently define a relation of entailment on the quotient Lp by putting:
(6] = [0] iff ¢ = v

It is in fact very easy to show that |= is a partial order on the quotient Lp.
Now, the crucial fact is the following.

Proposition. The posets (Lp, =) and (Pic, <) are isomorphic, and the map
7* : Lp — Pic defined by 7*([¢]) := 7(¢) is an isomorphism between them.

Proof. This is a consequence of the results we have been showing so far.
First, we have shown that ¢ = ¢ iff 7(¢) = w(¢)): this translates to [¢] = [¢]
iff 7 ([¢]) = 7*([¢]), which shows that the map 7* is well-defined and injective.
The expressive completeness result above shows that 7* is a surjection, because
for any II € Pic there is ¢ € Lp such that II = 7(¢) = 7*([¢]). So 7* is a
bijection.

Finally, we have proved that for any ¢,¢, ¢ = ¢ iff 7(¢) < w(¢)); this
translates to the fact that [¢] = [¢] iff 7*([¢]) < 7*([¢)]). This shows that *
preserves the order in both directions. So 7* is an isomorphism and our claim
is proved.

This result can be read a statement of adequacy (in the strongest possible
sense) of GIL as a logic for possibilities 4: in fact, GIL soundly and completely
represents the notion of entailment between possibilities.

We now turn to a different issue; we are going to compare the logic GIL
with other familiar logics: Intuitionistic Propositional Logic (IPL), Inquisitive
Logic (IL) and Classical Propositional Logic (CPL). In order to distinguish
between validity in these different settings, we will use the following notational
convention. For A = GIL, IPL, IL, CPL, we write =5 ¢ for ¢ € A (“¢ is valid
in the logic A\”); in particular, =g, ¢ is the same as = ¢ as defined above.

It will turn out that we have the following scenario: ITPC C GIL C IL C
CPL, and each of these inclusions is strict. In particular, GIL is a superintu-
itionistic logic, and it is not the same as IL: we shall see that there are formulas
which are not valid in GIL but which cannot be falsified on a pair of indices.

In order to prove the first inclusion I PC C GIL we first recall the complete-
ness of the Kripke semantics for Intuitionistic Logic. Recall that a Kripke model
for Intuitionistic Logic is a triple K = (W, R, V') where R is a reflexive transitive
relation on W and V : P — P(W) is a map which is persistent, namely: for any
propositional letter p € P, if wRv and w € V(p), then v € V(p).

4here the term possibilities is of course used in our technical sense!
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Moreover, recall that if K = (W, R, V'), the satisfaction relation IF is defined
inductively as follows: K, w - p iff w € V(p); K,w | L; the clauses for V and
A are the obvious ones; finally, K, w IF ¢ — 1 iff for any R-successor v of w, if
K,vlIF ¢ then K,v I 9.

Finally, recall the completeness result for this semantics: for any ¢ it is
=ipL ¢ iff for any Kripke model K for intuitionistic logic and any point w in
K, K,wl- ¢.

We will now show how the satisfaction relation of our Generalized Inquisitive
Semantics amounts to satisfaction on a suitable Kripke model K¢ for Intuition-
istic Logic based on the set Po(Ip).

Definition (Canonical Kripke model for GIL). Denote Py(Ip) by We¢.
Define Vo : P — P(W¢) as follows: Vo (p) = {S|S | p}. The canonical Kripke
frame for GIL is the Kripke frame K¢ = (We, 2, Vo).

Observe that K¢ is a Kripke model for intuitionistic logic. The relation O is
clearly reflexive and transitive. Moreover, suppose S 2 T and S € Vi(p): this
means that S = p, and so by persistency T' = p, which means that T € Vo (p).
So the valuation Vi is persistent.

Proposition (GIL-satisfaction coincides with Kripke satisfaction on
K¢). Forany ¢ € Lp and S € Py(Ip) we have S ¢ <— K¢, S|k o.

Proof. Fix S and proceed by induction on the complexity of ¢.

e If ¢ is a propositional letter p, then K¢, S IF ¢ < S € Vo(p) —
S E=p.

e Obviously, K¢, SIf L and S |~ L.

e Suppose the claim holds for y, and consider ¢ = x V. S E x Vo iff
S | x or S | ; by inductive hypothesis, this happens iff K¢, S IF x or
K¢, S IF 1, which by definition amounts to K¢, S IF x V 4.

e The inductive step for conjunction is similar to that for disjunction and
totally straightforward.

e Suppose the claim holds for x,t and consider ¢ = x — ¥. S E x — ¥
iff for any T € We, if T C S and T | x then T = ; by inductive
hypothesis, this happens iff for any T' € We, if S O T and K¢, T IF x
then K¢, T IF ¢, which by definition amounts to K¢, S IF x — 4.

Corollary. IPL C GIL.

Proof. Suppose Ecir, ¢. Then Ip [~ ¢ and so by the previous result K¢, Ip Iff
¢. Thus, by soundness of the Kripke semantics for Intuitionistic Logic, Frpr, ¢.

We will now give two witnesses of the fact that the inclusion IPL C GIL is
strict, i.e. that the logic GIL is different from IPL.
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Fact.
1. For any propositional letter p € P, =g, =—p — p.

2. For any formulas ¢, x, %, Faiw (7¢ = x V) = (-¢ = x) V(¢ = ).

Proof.

1. Let p € P. For any S € Po(Ip), suppose S |= ——p, that is, S E!lp; by a
previous result, this implies for all v € S, v = p; thus by definition S = p.
This proves that Ip = ——p — p, whence g, ——p — p.

2. Fix any ¢, x, % and fix any S € Po(Ip). Suppose towards a contradiction
that Fam (—¢ — x VY) = (m¢ — x) V (m¢ — ). This implies that
there is S € Po(Ip) such that S | —¢ — x V¢ but S £ ~¢ — x and
S o — 1.

Now, S £ —¢ — x implies that there is T} C S such that T} E —¢, but
T1 [~ x; similarly, S £ —¢ — 1 implies that there is T C S such that
T = —¢, but Ts [~ x; but then consider T := T7 U Tb:

e obviously, 71 UTy C S}

e moreover, 11 UTy = x V4: for, if it were T3 UT, = x we would have
T1 | x by persistency, and if it were T3 U Ty = ¢ we would have
T = o

e finally, we have T} UTs = —¢: for, consider any v € T1 U T5; then at
least one of v € Ty or v € Ty holds, and since T; = —¢ for i = 1,2
, by persistency v = —¢; so for all v € T UTs, v = ¢, and by a
previous result this suffices to establish T3 U T | —¢.

But then what we have shown is that T C S, T = —¢ but T }£ x V 9, so
S W ¢ — x Vb, contrarily to assumption. Thus we have the contradiction
we were heading to.

This completes the proof of the first, strict inclusion IPL C GIL. The
above fact that the Inquisitive Semantics is a particular case of the Generalized
Inquisitive Semantics immediately show the inclusion GIL C IL: for, suppose
¥ ¢ for some ¢ € Lp; then there are P-indices v, w such that (v, w) ¥ ¢, and
by a previous result this is equivalent to {v,w} £ ¢; so FEam ¢.

One may still wonder whether GIL and IL might be the same. I will now
show that this is not the case by giving a concrete example of a formula which
is valid in IL but not in GIL.

Fact. The formula £ := (p — q) V (p — —q) V (¢ — p) is valid in IL but not in
GIL.
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Proof. A simple way to see that ¢ is valid in IL would be to simply check that
all pairs (v, w) of {p, ¢}-indices validate £. For a less brute-force argument, let
v, w be {0,1}—indices and suppose {v,w} & p — ¢q and {v,w} = p — —q.

Certainly it cannot be {v,w} = ¢, otherwise all the subsets of {w, v} would
validate ¢ and therefore {w, v} would validate p — g¢; thus at least one of v, w
does not validate ¢g. Analogously, it cannot be {v,w} | —q, otherwise all the
subsets would validate —¢ and therefore {w,v} would validate p — —qg; so at
least one of v, w validates —q. So we are in this situation: one of v, w makes ¢
true, while the other makes it false; without loss of generality, we may assume
that v = ¢ and w |= —¢. So {v} is the only subset of {v,w} which validates gq.

Now, to have p — —q falsified at {v,w} requires a subset S C {v,w} which
validates p and not —¢; this S cannot be {w} because w | —¢: so v € S, whence
by persistency v |= p. This shows that for any T'C {v,w}, if T |= ¢ then T = p,
because the only subset T' validating ¢ is {v}, which in fact also validates p.
Hence, {v,w} = q — p.

This shows that for any v, w, {v,w} validates at least one of p — ¢, p — —¢
and ¢ — p, and so by definition {v,w} E (p — q) V (p — —q) V (¢ — p), which
is the same as (v, w) = €. So ¢ is valid in IL.

Now consider the set I := Iy, ;3. Denote by ij the index mapping p to i
and ¢ to j, so that, for instance, 10 is the index mapping p to 1 and ¢ to 0.
We have: I £ p — ¢, because {10} C I and 10 | p, 10 = ¢; I £ p — —g,
because {11} C I and 11 = p, 11 £ —q; finally, I = ¢ — p, because {01} C I
and 01 |= ¢, 01 £ p. Hence, by definition, I & (p — ¢) V (p — —q) V (¢ — p),
and thus £ is not valid in GIL.

Observe that a minor modification in the above proof shows that the formula
& =pm—->q9Vp— 9V — p V(g — —p) - which is equivalent to
(p —?q) V(g —7p) - is another example of a formula valid in IL but not in GIL.
That ¢’ is valid in IL is obvious, because £ |= £ and we have just seen that & is
IL-valid. To see that &’ is not valid in the generalized setting we reason exactly
as above, showing that for each disjunct in £ we can find a subset {v} C I
which falsifies it, and therefore I (£ &’.

Finally, we have IL C CPL: for, suppose Fcpr, ¢; then there is a valuation
v £ ¢, and as we already know, this is the same as {v} £ ¢, which in turn, by a
previous result, is the same as (v,v) f£ ¢. This shows the inclusion IL C CPL;
that this inclusion is strict is obvious, for instance we have &y, 7¢.

This completes the proof of the above claim that: IPL C GIL C IL C CPL.

4 Accounting for the behaviour of disjunction.

The purpose, or at least one of the main purposes, of Inquisitive Semantics is to
account for the behaviour of disjunction, starting from the intuitive assumption
that the meaning of a disjunction ¢ V 1 consists of two components:

e an informative component, which consists in excluding the case that nei-
ther ¢ nor v,
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e an inquisitive component, which consists in specifying two possibilities,
namely the possibility that ¢ holds and the possibility that v does.

Now, the generalized and the restricted version of inquisitive semantics both
amount to the same thing as for the first issue, since they both represent infor-
mative content in the classical way.

As for the description of the inquisitive component of the meaning of a dis-
junction, however, the two semantics behave quite differently. Indeed, we are
now going to see that the generalized version of Inquisitive Semantic is con-
siderably more well-behaved than its restricted counterpart when it comes to
specifying possibilities. We begin by considering a few examples of the short-
comings of the restricted setting. We will then explain what the general problem
is, and show how the present, generalized version of inquisitive logic is immune
from this problem.

First, consider again the formula that we encountered above: £ = (p —
q)V (p — —q) V(¢ — p). We have seen that this formula is valid in IL; this
means that { = T, so 7(§) = {Ip4}. So according to the restricted inquisitive
semantics there is only a possibility for &, namely the whole universe. The
reason why this is a problem is that the whole universe is not a possibility for
any of the disjuncts in £. So, in the restricted setting we may have a set which
is a possibility for a disjunction while not being a possibility for any of the
disjuncts!

On the contrary, our linguistic intuition suggests that ¢ should specify the
three possibilities p — ¢, p — —¢q, and ¢ — p. Note that none of these formulas
implies any other, so these should actually be three distinct possibilities for £ !
This is not what the restricted version of inquisitive logic gives, but as we shall
now see, it is what comes out according to generalized semantics.

Before discussing the general problem, let us give another couple of examples.
The first one is the choice question & = (p —7¢) V (¢ —7p): we have seen
above that also this formula is IL-valid, so according to the standard semantics
it admits only one possibility, namely the whole universe. Again, note that
the whole universe is a possibility for neither of the disjuncts! Moreover, the
intuitive meaning that we are trying to capture with (p —7?q) V (¢ —7p) is:
“answer one of the following two questions: if p, then is it the case that ¢?7 if
q, is it the case that p?”; intuitively, this should have the effect of specifying
four possible answers: “if p then ¢”, “if p then —¢”, “if ¢ then p”, “if ¢ then
—p”’. So we would like & to determine four possibility: but in the restricted
setting, it does not. On the contrary, we will see in a moment that in the
generalized setting, & specifies ezxactly the four possibilities corresponding to
the four mentioned answers.

A third example shows that this problem is not limited to the misrepre-
sentation of the possibilities of formulas which are IL-valid. Consider £’ :=
pVqV-(p < q), where P = {q,p}. We see that [p] = {10,11}, [¢] = {01, 11},
[-(p < ¢q)] = {01,10}. So {10,01,11} is not a possibility for any of the dis-
juncts of £”. However, it is easy to check that {10,01, 11} is a possibility for £”.
Note that in this case £” is not an IL-valid formula: for instance, (00, 00) F& &
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because (00, 00) validates none of the disjuncts.

All of these examples show that the definition of possibility which arises
from the restricted Inquisitive Semantics is not fully satisfactory: in particular,
it leads to pictures which are poorer than we would expect.

We would like our notion of possibility for a formula ¢ to capture the intuitive
idea of “way in which ¢ can be realized”; since a disjunction is realized exactly in
case one of its disjuncts is, we would expect that any possibility for a disjunction
is also a possibility for at least one of its disjuncts. The following fact says that,
unlike in the standard setting, in the generalized version of Inquisitive Semantics
this expectation is always met.

Fact. For any ¢1,...,¢0, € Lp, m(¢1 V...V ¢p,) C m(¢p1) U...Um(¢y). In
words, if a set is a possibility for a disjunction, then it is a possibility for at
least one of its disjuncts.

Proof. For any P € Py(Ip),if P € (1 V...V y), then P =1 V...V, so
there is @ < n such that P |= ¢;; so P is included in some possibility P’ € 7(¢;);
but now P’ = ¢;, so P’ |E ¢1 V...V ¢,. But then since P is a mazimal set
validating the disjunction, it must be P = P’, so P € 7(¢;).

This fact guarantees that the unwanted situation in which a set is a possibil-
ity for a disjunction without being a possibility for any disjunct does not occur
when possibilities are defined in generalized semantics. As a consequence, the
pictures that we get in our generalized semantics are richer, and I believe they
are rich enough to specify all the “intuitive” possibilities to which a disjunction
gives rise.

This is not to say that any disjunction gives rise to at least as many pos-
sibilities as its disjuncts: for instance, if ¢ = 1, then the disjunction ¢ V ¢ is
equivalent to 1, so the possibilities for ¢V ¢ coincide with the possibilities of .
But this should be so, intuitively: if ¢ entails 1, then of course ¢ V ¢ can only
be realized when v is realized, and the disjunction does not really specify two
alternatives, since one of the disjuncts is superfluous. As an example, think of
disjunctions like pV (¢ — p), or pV (p A q).

There are more complicated cases of ¢, for which 7(¢ V) C 7(¢) Un (),
that is, for which there is a possibility P for a disjunct - say ¢ - which is not
a possibility for the disjunction. But as the following fact shows, this can only
be the case if P C @ for some possibility @ for ; this, of course, generalizes
immediately to disjunctions of an arbitrary number of formulas.

Fact. Let ¢,9 € Lp. If P € w(¢), then P C @ for some Q € 7(¢ V ¥); in
particular, if P € 7(¢) but P & w(¢ V 1), then P C Q for some Q € 7(¢).

Proof. If P € 7(¢), then P = ¢, so P = ¢ V¢ and thus P C @ for some

Q € w(¢ V). Then, suppose P € 7(¢) but P & 7(¢p V ¢): take Q € w(¢p V )
such that P C Q; since P & (¢ V ¢), P C @, and therefore by the maximality
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of P, Q & n(¢). But we know that Q € 7(¢) Un(¢)): therefore, Q € 7(¢)) and

we are done.

This fact has the following consequence: if the possibilities of ¢ and the pos-
sibilities of ¢ are pairwise incomparable (i.e. there are no P € n(¢), P’ € w(v)
such that P C P’ or P’ C P) then 7(¢ V ¢) = w(¢) Un(¢)). This generalizes to
disjunctions of an arbitrary number of formulas.

Now, let us return to check that the notion of possibility defined in our gener-
alized semantics behaves according to our expectations in the critical examples
seen above.

Consider our first example, £ = (p — ¢) V (p — —q) V (¢ — p) where
P = {p,q}. Tt is immediate to check that: p — ¢ admits the only possibility
P, = {00,01,11}, p — —¢q admits the only possibility P, = {00,01, 10}, and
q — p admits the only possibility P; = {00,10,11}. Note that none of these
possibilities is included in any other, so by the previous result, 7(§) = w(p —
q)Ur(p — —q)Un(q — p) = {Py, P, Ps}, which is precisely what we expected.

Now consider our second example, & = (p —?q) V (¢ —7p). We recycle the
notation of the previous example: put P, = {00,01, 11}, P, = {00,01,10}, P; =
{00, 10,11}, P, = {10,01,00}. As we noted before, P; is the only possibility
for p — q, Py for p — —q, Ps for ¢ — p, and P, for ¢ — —p. So, P; and P,
correspond to the possible answers to p —7¢, while P3 and P4 correspond to
the possible answers to g —7p.

It easy to verify that indeed w(p —?q) = {P1, P>} and 7(q¢ —7p) = {Ps, P4}.
The possibilities in these two sets are pairwise incomparable, and thus again by
the previous result: 7(¢') = n(p —?q) V w(q —7p) = {P1, P2, P5, P1+}: so the
choice question £’ specifies precisely the four possibilities corresponding to its
four possible answers, as we would expect.

Analogously it is easy to check that in the case of our third sentence £’ =
pVqV-(p < q), £ turns out to specify three possibilities, corresponding to p,
q and —(p < ¢q) respectively.

What goes wrong in standard inquisitive semantics? So, what exactly
is wrong with the notion of possibility that we get from the restricted semantics?
We are going to try to give an intuitively clear explanation of the problem.

The problem can be perfectly illustrated with an analogy. Using classical
logic, we could define a set S to be a possibility for ¢ iff it is a maximal set such
for all v € S, v = ¢ (in the classical sense). In other words, a possibility is a
maximal set such that all of its subsets of size 1 validate ¢. Clearly, it turns
out that according to this definition the unique possibility for ¢ is its classical
extension |¢] = {v|v = ¢}.

Now, consider the formula p V ¢. In Inquisitive Semantics we have two
possibilities for it, namely {10, 11} and {01, 11}; these are maximal only because
{10,01,00} is not a possibility in Inquisitive Semantics, and this is because it
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contains the subset {01,10} (of cardinality 2) which does not validate p V q.

But when we are in the classical setting, we only look at subsets of cardinality
1: and since all the singletons in {01, 10,11} validate p V ¢, {01,10,11} will be
a possibility. We can look at it this way: the classical setting is unable to
“distinguish” the two possibilities specified by p V ¢, which are sort of “hidden
inside {01, 10,11}”, because it can only look at subsets of cardinality 1.

In this respect, the restricted inquisitive semantics is just one step further
than this classical setting, in that it can only look at subsets of cardinality at
most 2.

Suppose for instance that ¢ has three possibilities of the form {v, w}, {w, u}, {u, v}
(note that whatever indices v, w, u are, the existence of such a ¢ is guaranteed
by the expressive completeness theorem). Consider the set S := {v, w,u}. For
any {i,7} C S, {i,j} E ¢; moreover, it is easily seen that S is maximal with
respect to this property; so in the restricted setting, S is a (the) possibility for
¢.

The restricted perspective is unable to distinguish the three possibilities
specified by ¢, which are “hidden inside S”, because they are interconnected
too tightly to be detected by a set of size 2; but if we could just have a look to
subsets of size 3. ..

The above examples, for instance, show that there are formulas (like £ and
&' above) which “look tautological” to sets of size 2 - and thus to standard
inquisitive logic - but which are not tautological to the generalized semantics,
nor they are in natural language!

Recapitulating, if we look at subsets of size one, we may “mistake two pos-
sibilities for one”; if we look at subsets of size at most 2, we may “mistake three
possibilities for one”. The general fact - the easy proof of which I will omit here
- is that restricting our attention to subsets of any fixed size n is not sufficient if
we want an accurate representation of the notion of “possibility” for a formula,
since in the present, generalized setting we could easily construct a formula ¢
having n + 1 possibilities which will be different but will “look like one” to an
observer who only looks at subsets of size n.
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